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Abstract. It is known that a set H of positive integers is a Poincaré set (also called
intersective set, see I. Ruzsa (1982)) if and only if dimH(XH) = 0, where

XH :=

{

x =

∞
∑

n=1

xn

2n
: xn ∈ {0, 1}, xnxn+h = 0 for all n > 1, h ∈ H

}

and dimH denotes the Hausdorff dimension (see C.Bishop, Y.Peres (2017), Theorem 2.5.5).
In this paper we study the set XH by replacing 2 with b > 2. It is surprising that there are
some new phenomena to be worthy of studying. We study them and give several examples
to explain our results.

Keywords: Poincaré set; homogeneous set; Hausdorff dimension
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1. Introduction

Let N := {1, 2, 3, . . .}. Recall that for S ⊆ N the upper density of S is defined by

d̄(S) = lim sup
n→∞

#(S ∩ {1, 2, . . . , n})

n
,

where #A is the cardinality of a set A. Following Bishop and Peres (see [2]) we
call H ⊆ N a Poincaré set if for every S ⊆ N with positive upper density we have
(S − S) ∩ H 6= ∅, i.e., there is an h ∈ H such that (S + h) ∩ S 6= ∅. Furstenberg
in 1981 (see [6]) gave the following equivalent characterization:

Theorem 1.1. H ⊆ N is a Poincaré set if and only if for any measure preserving
system (X,B, µ, T ) and any A ∈ B with µ(A) > 0 there exists n ∈ H such that

µ(A ∩ T−nA) > 0.
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By Theorem 1.1, Poincaré sets are also called sets of recurrence.

The study of classification of Poincaré sets has a long history. The fundamental
work on this issue is due to Sárközy and Furstenberg. In the late 1970s, Sárközy,
see [12] and Furstenberg, see [5], [6] independently proved the following result by
using different methods, widely known today as Sárközy’s theorem, which had pre-
viously been conjectured by Lovász.

Theorem 1.2. If H ⊆ N is a set of positive upper density, then there are two
distinct elements of H whose difference is a perfect square.

Clearly the set {n2 : n ∈ N} is a Poincaré set by Theorem 1.2. Sárközy subse-
quently proved in [13], [14] that the sets {nk : n ∈ N} for all k ∈ N, {n2 − 1: n > 1}

and {p± 1: prime} are Poincaré sets. However, he also proved that the sets 2N− 1

and {n2 + 1: n ∈ N} are not Poincaré sets in the same papers.

After the original work of Sárközy and Furstenberg, the Poincaré sets have been
investigated in a variety of different mathematical fields and fascinating directions.
For example, Kamae and Mendès France in [8] gave several criteria for Poincaré sets.
Actually, their work was motivated by a different, stronger notion than Poincaré sets
that they called van der Corput sets. They showed that any van der Corput set is
also a Poincaré set. Subsequently, Ruzsa in [11] gave some further characterizations
for van der Corput sets. Extensive accounts of van der Corput sets can be found
in [1], [10] and the references therein. However, Bourgain in [3] proved the converse
is not true by constructing a Poincaré set which is not a van der Corput set. Lê
in [9] provides an excellent and detailed exposition on this subject.

Furstenberg in [2] also gave a new method connecting number theory and fractal
geometry to check whether a set is a Poincaré set. He proved the following:

Theorem 1.3. H ⊆ N is a Poincaré set if and only if dimH(XH) = 0, where

XH :=

{
x =

∞∑

n=1

xn

2n
: xn ∈ {0, 1}, xnxn+h = 0 for all n > 1, h ∈ H

}
,

and dimH denotes the Hausdorff dimension.

It is natural to start with the simplest generalization and therefore ask: what
will happen if we change 2 to an integer greater than 2 in the set XH? We find
that the result is unchanged in this case and the proof is similar. However, if we
consider a more general set based on this situation, we will get some unexpected and
interesting results.
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Let H ⊆ N. Let b > 2 be an integer and t an integer with 0 6 t 6 b− 1. Define

Xb
H,t :=

{
x=

∞∑

n=1

xn

bn
: xn∈{0, 1, . . . , b− 1}, xnxn+h≡t (mod b) for all n>1, h∈H

}
.

Proposition 1.4. Suppose that H is a Poincaré set and the Quadratic Congru-

ence Equation y2 ≡ t (mod b) has at most one solution. Then dimH(Xb
H,t) = 0.

Theorem 1.5. If t = 0 and dimH(Xb
H,t) = 0, then H is a Poincaré set.

More generally, let I be an ideal of K, where K = Zb or Z. By abuse of notation,
we will often not distinguish Zb and {0, 1, . . . , b− 1}. Define

Xb
H,I :=

{
x =

∞∑

n=1

xn

bn
: xn ∈ {0, 1, . . . , b− 1}, xnxn+h ∈ I for all n > 1, h ∈ H

}
.

Theorem 1.6. If #(I ∩ Zb) < b and dimH(Xb
H,I) 6 logb #(I ∩ Zb), then H is

a Poincaré set.

For the organization of the paper, we first devote Section 2 to introduce some basic
lemmas and propositions which will be used in the following sections. In Section 3,
we prove Proposition 1.4 and Theorem 1.5. The proof of Theorem 1.6 is presented
in Section 4. Finally, some examples are given to explain our theory in Section 6.

2. Preliminaries

In this section we first recall two important lemmas in fractal geometry: Billings-
ley’s Lemma and Furstenberg’s Lemma (see for example [2], [4]), and then we give
several results on some sets defined by digit frequency, which will be used in the
following sections.

Lemma 2.1 (Billingsley’s Lemma). Let A ⊆ [0, 1] be a Borel set and let µ be

a finite Borel measure on [0, 1]. Suppose µ(A) > 0. If

α1 6 lim inf
n→∞

log µ(In(x))

log |In(x)|
6 β1

for all x ∈ A, where In(x) is the nth generation, half-open b-adic interval of the form

[(j − 1)/bn, j/bn) containing x and |In(x)| denotes the Lebesgue measure of In(x),

then

α1 6 dimH(A) 6 β1.
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Let b > 2 be an integer, and define a map Tb : [0, 1] → [0, 1] by

Tb(x) ≡ bx (mod 1).

Definition 2.2. A compact set K ⊆ [0, 1] is called a b-homogeneous set if
Tb(K) = K.

The next classical lemma implies that the Minkowski (box-counting) dimension of
a homogeneous set agrees with its Haudorff dimension. One may refer to [2] and [4]
for details.

Lemma 2.3 (Furstenberg’s Lemma). Let b > 1 be an integer and let K ⊆ [0, 1]

be a b-homogeneous set. Then dimH(K) = dimM(K), where dimM denotes the

Minkowski dimension.

Fix a set E $ {0, 1, . . . , b− 1} and a real number p ∈ [0, 1]. Let {xn} be the b-ary
expansion of the real number x ∈ [0, 1]. Let

(2.1) AE,p :=

{
x ∈ [0, 1] : lim

n→∞

1

n

n∑

k=1

χE(xk) = p

}
,

where χE is the characteristic function of xk, i.e., χE(xk) = 1 for xk ∈ E, and
χE(xk) = 0 for xk /∈ E.

Lemma 2.4 ([2]). Let 0 < p < 1. We have dimH(AE,p) = −p logb(p/#E) −

(1− p) logb((1− p)/(b−#E)).

Here, we give a slight generalization of the above result.

Proposition 2.5. If #E = b− 1 and p = 0, then dimH(AE,0) = 0.

P r o o f. Let

ÃE,p :=

{
x ∈ [0, 1] : lim inf

n→∞

1

n

n∑

k=1

χE(xk) 6 p

}
,

thus clearly AE,p ⊆ ÃE,p. By Lemma 2.4, dimH(AE,#E/b) = 1. Consequently,
dimH(ÃE,p) = 1 if p > #E/b. On the other hand if 0 < p < #E/b, by Lemma 2.4
again it follows that

−p logb

( p

#E

)
− (1 − p) logb

( 1− p

b−#E

)
= dimH(AE,p) 6 dimH(ÃE,p).
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Define a Borel measure on [0, 1] by

µE,p(In(x)) =
( p

#E

)∑
n

k=1
χE(xk)( 1− p

b−#E

)∑
n

k=1
(1−χE(xk))

,

where In(x) is defined as in Lemma 2.1 (in fact µE,p(AE,p) = 1, see the proof of
Lemma 2.4 in [2]). Therefore,

logµE,p(In(x))

log |In(x)|

=
n−1

∑n
k=1 χE(xk) log(#E/(b−#E) · (1− p)/p) + log (b −#E)/(1− p)

log b
.

Since 0 < p < #E/b, it follows that log(#E/(b−#E) · (1− p)/p) > 0, and for
x ∈ ÃE,p we get

lim inf
n→∞

logµE,p(In(x))

log |In(x)|
6

p log(#E/(b−#E) · (1− p)/p) + log (b −#E)/(1− p)

log b

= − p logb

( p

#E

)
− (1− p) logb

( 1− p

b−#E

)
.

Therefore, for 0 < p < #E/b, Billingsley’s Lemma implies

dimH(AE,p) = dimH(ÃE,p) = −p logb

( p

#E

)
− (1− p) logb

( 1− p

b −#E

)
.

Since AE,0 ⊆ ÃE,p for all 0 < p < 1 and #E = b− 1, we have

0 6 dimH(AE,0) 6 dimH(ÃE,p) = −p logb

( p

b− 1

)
− (1 − p) logb(1− p).

The desired result then follows by letting p → 0. �

3. Proof of Proposition 1.4 and Proof of Theorem 1.5

In this section we prove Proposition 1.4 and Theorem 1.5.

P r o o f of Proposition 1.4. We prove the result by the following two cases.
Case I : Suppose the equation y2 ≡ t (mod b) has no root. Let a ∈ {0, 1, . . . , b−1}.

Then a2 /≡ t (mod b). We claim that for any x ∈ Xb
H,t with x =

∞∑
n=1

xn/b
n, we have

(3.1) lim
n→∞

1

n

n∑

k=1

χ{a}(xk) = 0.
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If (3.1) is not true, then there exists an x ∈ Xb
H,t such that

lim sup
n→∞

1

n

n∑

k=1

χ{a}(xk) =: α > 0.

Let Sa := {k ∈ N : χ{a}(xk) = 1}. Then

d̄(Sa) = lim sup
n→∞

#(Sa ∩ {1, 2, . . . , n})

n
= α > 0.

Since H is a Poincaré set, we have (Sa − Sa) ∩H 6= ∅. Thus there exist s1, s2 ∈ Sa

such that s1 − s2 = h ∈ H . From the definition of Sa, we have xs1 = xs2 = a. But
xs2xs2+h = a2 /≡ t (mod b), which contradicts the fact that x ∈ Xb

H,t. So the claim
is true.
Next we only need to prove that Xb

H,t = ∅. Assume that Xb
H,t 6= ∅. Then there is

an x′ ∈ Xb
H,t. By (3.1), we have

lim
n→∞

1

n

n∑

k=1

χ{0,1,...,b−1}(x
′
k) =

∑

a∈{0,1,...,b−1}

lim
n→∞

1

n

n∑

k=1

χa(x
′
k) = 0.

But
1

n

n∑

k=1

χ{0,1,...,b−1}(x
′
k) = 1 for all n,

and it follows that 0 = 1 by letting n → ∞. This is a contradiction. Hence
dimH(Xb

H,t) = dimH(∅) = 0.
Case II : Suppose the equation y2 ≡ t (mod b) has exactly one solution. Let

a1 ∈ {0, 1, . . . , b− 1} with a21 ≡ t (mod b). Denote E = {0, 1, . . . , b − 1} \ {a1}. For
any x ∈ Xb

H,t, by (3.1) we have

lim
n→∞

1

n

n∑

k=1

χE(xk) =
∑

a∈E

lim
n→∞

1

n

n∑

k=1

χa(xk) = 0.

Then we have Xb
H,t ⊆ AE,0. Since #E = b − 1, by Proposition 2.5, we have

dimH(Xb
H,t) = dimH(AE,0) = 0.

Hence we complete the proof. �

Now we prove Theorem 1.5.

P r o o f of Theorem 1.5. Suppose that H is not a Poincaré set. Then there exists
a set S ⊆ N with d̄(S) > 0 such that

(S − S) ∩H = ∅.
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Define

AS =

{
x =

∞∑

n=1

xn

bn
: xn = 0 if n /∈ S and xn ∈ {0, 1, 2, . . . , b− 1} otherwise

}
,

it is easy to see that the set AS hits exactly

b
∑

n

k=1
χS(k)

b-adic intervals (half-open intervals) of generation n. Then

logb Ñ(AS , b
−n) =

n∑

k=1

χS(k),

where Ñ(AS , b
−n)means the minimal number of b-adic intervals of length b−n needed

to cover AS . Thus
log Ñ(AS , b

−n)

log bn
=

1

n

n∑

k=1

χS(k),

which implies
dimM(AS) = d̄(S) > 0,

where dimM denotes the upper Minkowski dimension (see [2]). Next we prove
AS ⊆ Xb

H,t. Let x ∈ AS . For any n > 1, we consider the following two cases:
if n /∈ S, then xn = 0 and thus xnxn+h = 0 for all h ∈ H , if n ∈ S, since H is not
a Poincaré set for all h ∈ H , we have (S + h) ∩ S = ∅. So n+ h /∈ S and xn+h = 0,
which implies that xnxn+h = 0. Then we have AS ⊆ Xb

H,t.
Similarly, we can easily to check that Xb

H,t is compact and Tb-invariant. By
Lemma 2.3, we have

dimH(Xb
H,t) = dimM(Xb

H,t) > dimM(AS) > 0.

This is a contradiction. �

We have the following useful and interesting corollaries.

Corollary 3.1. Let b = 2lpl11 p
l2
2 . . . plmm , where pi and pj are distinct odd primes

for any i 6= j and l1, . . . , lm are all positive integers. Suppose H is a Poincaré set.

Then Xb
H,t = ∅ if one of the followings happens:

(i) there exists pi such that (t/pi) = −1, where (t/pi) means the Legendre symbol,

(ii) l = 2 and t ≡ 3 (mod 4),

(iii) l > 2 and t ≡ 3, 5, 7 (mod 8),

(iv) there exist pi and an odd prime denoted by a0 with a0 < li such that

(plii , t) = pa0

i ,

(v) there exists an odd number denoted by a1 with a1 < l such that (2l, t) = 2a1 .
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P r o o f. To prove it, it suffices to use a lemma in number theory, see [7].

Lemma 3.2. Let p be a prime with p ∤ n. Suppose that the Quadratic Residues
Equation

x2 ≡ n (mod pl), l > 0,

has 1+(n/p) solutions when p > 2. When p = 2, there are the following three types:

(i) if l = 1, it has only one solution,

(ii) if l = 2, it has respectively two or no solutions when n ≡ 1 (mod 4) or n ≡ 3

(mod 4),

(iii) if l > 2, it has respectively four or no solutions when n ≡ 1 (mod 8) or n /≡ 1

(mod 8).

By Lemma 3.2, we can immediately achieve Corollary 3.1. �

Corollary 3.3. Suppose H is a Poincaré set. Then dimH(Xb
H,t) = 0 if one of the

following happens:

(i) t = 0, b = p1p2 . . . pm, where pi and pj are distinct primes for any i 6= j,

(ii) t = 1, b = 2,

(iii) t = p1p2 . . . pm, b = 2p1p2 . . . pm, where pi and pj are distinct odd primes for

any i 6= j.

P r o o f. (i) By the Chinese Remainder Theorem, we know that the equa-
tion a2 ≡ 0 (mod b) has only one solution. Then by Theorem 1.5 we have
dimH(Xb

H,t) = 0. (ii) Since the equation y2 ≡ 1 (mod 2) has only one solution,
we have dimH(Xb

H,t) = 0 by Theorem 1.5. (iii) Combining the Chinese Remainder
Theorem with Corollary 3.1, we have that the equation y2 ≡ t (mod b) has only one
solution. Then by Theorem 1.5 again, we have dimH(Xb

H,t) = 0. �

We denote Σb = {0, 1, . . . , b− 1} and Σn
b = {σ = σ1σ2 . . . σn : σi ∈ Σb, 1 6 i 6 n}.

For any set X ⊆ [0, 1], we define

Nn(X) = #
{
σ ∈ Σn

b :
[
aσ, aσ +

1

bn

]
∩X 6= ∅, where

aσ =
σ1

b
+

σ2

b2
+ . . .+

σn

bn
, if σ = σ1σ2 . . . σn, σi ∈ Σb, 1 6 i 6 n

}
.

It is straightforward to verify that

dimM(X) = lim sup
n→∞

logNn(X)

n log b
.
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We conclude this section by a proposition for which we calculate the dimension of
another more general set. Let H = {1, 3, 5, . . .} and b > 2. We define

X̃b
H,0 :=

{
x =

∞∑

n=1

xn

bn
: xn ∈ {0, 1, . . . , b− 1} with xnxn+h ≡ 0 (mod b)

for all n > 1, h ∈ H and gcd(xn, b) = 1 for all xn > 0

}
.

Proposition 3.4. With the notation above, dimM(X̃b
H,0) = dimH(X̃b

H,0) =
1
2 logb(ϕ(b) + 1), where ϕ(k) is the Euler function of k.

P r o o f. It is easy to see that X̃b
H,0 is compact and Tb(X̃

b
H,0) = X̃b

H,0, and then
by Lemma 2.3, we have dimM(X̃b

H,0) = dimH(X̃b
H,0). Define

g(n) =

{
(ϕ(b) + 1)(n−1)/2 if n is odd,

(ϕ(b) + 1)n/2−1 if n is even.

We decompose the points in X̃b
H,0 into two cases:

(i) Fix x1 ∈ {1, 2, . . . , b − 1}, then gcd(x1, b) = 1. So we have x2k = 0. Since
gcd(x2k+1, b) = 1 for all x2k+1 > 0, we know the number of distinct combining forms
from x1 to xn is g(n).
(ii) If x1 = 0, then the number of distinct combining forms from x1 to xn is

Nn−1(X̃
b
H,0).

By (i) and (ii), we have Nn(X̃
b
H,0) = Nn−1(X̃

b
H,0) + ϕ(b)g(n) for n > 2 and

N1(X̃
b
H,0) = ϕ(b)+1. If n = 2k, we have Nn(X̃H,0) = 2(ϕ(b)+1)n/2 − 1. Otherwise,

we have Nn(X̃
b
H,0) = (ϕ(b) + 1)(n−1)/2(ϕ(b) + 2)− 1. Then

dimM(X̃b
H,0) = lim

n→∞

logNn(X̃
b
H,0)

n log b
=

1

2
logb(ϕ(b) + 1).

�

4. Proof of Theorem 1.6

In this section we begin by proving the following general result and as an immediate
corollary, we will prove Theorem 1.6.

Proposition 4.1. LetM1 be a nonempty subset of I∩Zb, where I is an ideal ofK

(K = Zb or Z). Let M2 be a nonempty subset of Zb and #M1 = m1 < #M2 = m2.

If dimH(Xb
H,I) 6 logb m1, then H is a Poincaré set.
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P r o o f. Suppose that H is not a Poincaré set. Then there exists S ⊆ N with
d̄(S) > 0 such that

(S − S) ∩H = ∅.

We define

AM1,M2
=

{
x=

∞∑

n=1

xn

bn
: xn∈{0, 1, . . . , b−1}, xn∈M1 if n /∈S and xn∈M2 otherwise

}
.

Let x ∈ AM1,M2
with x =

∞∑
n=1

xn/b
n. If n ∈ S, then n + h /∈ S and thus xn+h ∈ I.

Since I is an ideal of K, xnxn+h ∈ I for all h ∈ H . If n /∈ S, then xn ∈ I and thus
xnxn+h ∈ I for all h ∈ H . Then xnxn+h ∈ I for all n > 1, h ∈ H . Thus x ∈ Xb

H,I .
Therefore AM1,M2

⊆ Xb
H,I . Since X

b
H,I is compact and Tb-invariant, it follows that

dimH(Xb
H,I) = dimM(Xb

H,I) > dimM(AM1,M2
)

by Lemma 2.3.
Moreover, since the set AM1,M2

hits exactly m
∑

n

k=1
χS(k)

2 m
n−

∑
n

k=1
χS(k)

1 b-adic in-
tervals of generation n, we have

dimM(AM1,M2
) = lim sup

n→∞

log
(
m

∑
n

k=1
χS(k)

2 m
n−

∑
n

k=1
χS(k)

1

)

n log b
= logb m1+ d̄(S) log

m2

m1
.

From d̄(S) > 0 and logm2/m1 > 0, we know that dimH(Xb
H,I) > dimM(AM1,M2

) >

logb m1. Then we get a contradiction. Thus H is a Poincaré set. �

By Theorem 1.6 we immediately have the following two corollaries.

Corollary 4.2. Let K = Z, I = kZ, where k ∈ N with k > 2. Then H is

a Poincaré set if one of the following holds:

(i) b > k, b = kj + i for 0 6 i < k, and dimH(Xb
H,I) 6 logb(j + 1),

(ii) b < k, and dimH(Xb
H,I) = 0.

Corollary 4.3. Let K = Z, and I = {0}. Then we have

Xb
H,I =

{
x =

∞∑

n=1

xn

bn
: xn ∈ {0, 1, . . . , b− 1}, xnxn+h = 0 for all n > 1, h ∈ H

}
.

Moreover, if dimH(Xb
H,I) = 0, then H is a Poincaré set.
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5. More examples

Through the following first example, we illustrate that our theory provides a new
method to determine whether some sets are Poincaré sets or not. In the next example,
the Hausdorff dimension of a more general and interesting class of sets defined by
digit restrictions is computed.

Example 5.1. For any positive integers k, b > 2, let H = N \ kN and let

X ′b
H,0 :=

{
x =

∞∑

n=1

xn

bn
: xn ∈ {0, 1, . . . , b− 1}, xnxn+h = 0 for all n > 1, h ∈ H

}
.

Then we have dimH(X ′b
H,0) = dimM(X ′b

H,0) = 1/k and H is not a Poincaré set.

P r o o f. Define

f(n) =






bn/k−1, n ≡ 0 (mod k),

b(n−1)/k, n ≡ 1 (mod k),

b(n−2)/k, n ≡ 2 (mod k),

...

b(n−(k−1))/k, n ≡ (k − 1) (mod k).

We decompose the points in X ′b
H,0 into two cases:

(i) Fix x1 ∈ {1, 2, . . . , b − 1}, then we have xm = 0 if m /≡ 1 (mod k) and xm ∈

{0, 1, 2, . . . , b − 1} if m ≡ 1 (mod k). So the number of distinct combining forms
from x1 to xn is f(n).
(ii) If x1 = 0, then the number of distinct combining forms from x1 to xn is

Nn−1(X
′b
H,0).

By (i) and (ii), we have Nn(X
′b
H,0) = Nn−1(X

′b
H,0) + (b − 1)f(n) (n > 2) and

N1(X
′b
H,0) = b. Therefore, by a simple computation, we have

dimM(X ′b
H) = lim

n→∞

logNn(X
′b
H,0)

n log b
=

1

k
.

Then we have dimH(X ′b
H,0) = dimM(X ′b

H,0) = 1/k. Moreover, let b be a prime, then
we know y2 ≡ 0 (mod b) has only one solution and dimH(Xb

H,0)> dimH(X ′b
H,0)> 1/k.

Then, by Proposition 1.4, H is not a Poincaré set. �

Remark 5.2. By the definition of Poincaré sets, we clearly have that any sub-
set of a non Poincaré set is also a non Poincaré one. Then we have that kN − 1,

kN− 2, . . . , kN− (k − 1) are all not Poincaré sets.
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Example 5.3. Let H = 2N, b = 4, K = Z and I = 2N. Then

Xb
H,I =

{
x=

∞∑

n=1

xn

4n
: xn ∈ {0, 1, 2, 3}, xnxn+h ≡ 0 (mod 2) for all n> 1, h ∈ 2N

}
.

We have dimH(Xb
H,I) = dimM(Xb

H,I) =
1
2 .

P r o o f. We decompose the points in Xb
H,I into two cases:

(i) Fix x1 ≡ 0 (mod 2), then the number of distinct combining forms from x1

to xn is Nn−1(X
b
H,I).

(ii) Fix x1 ≡ 1 (mod 2), then we have x2k+1 ≡ 0 (mod 2) for all k ∈ N. In this
case, the number of distinct combining forms from x1 to xn is denoted by Tn. If
x2 ≡ 1 (mod 2), then we have x2k ≡ 0 (mod 2) for all k ∈ N, and the number of
distinct combining forms from x1 to xn is 2n−1. If x2 ≡ 0 (mod 2), then the number
of distinct combining forms from x1 to xn is 22Tn−2.
By (i) and (ii), we have Nn(X

b
H,I) = 2Nn−1(X

b
H,I)+2Tn and Tn = 2n−1+22Tn−2,

where N1(X
b
H,I) = 4, T1 = 1 and T2 = 4.

Then, by a simple computation, we have

2n−1(n+ 2) + 2n+1 6 Nn(X
b
H,I) 6 n2n−1(n+ 2) + 2n+1.

Thus

dimM(Xb
H,I) = lim

n→∞

logNn(X
b
H,I)

n log 4
=

1

2
.

Then we have

dimH(Xb
H,I) = dimM(Xb

H,I) =
1

2
.

�
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