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Abstract. We give a characterization of the Hölder-Zygmund spaces Cσ(G) (0 < σ < ∞)
on a stratified Lie group G in terms of Littlewood-Paley type decompositions, in analogy
to the well-known characterization of the Euclidean case. Such decompositions are defined
via the spectral measure of a sub-Laplacian on G, in place of the Fourier transform in the
classical setting. Our approach mainly relies on almost orthogonality estimates and can be
used to study other function spaces such as Besov and Triebel-Lizorkin spaces on stratified
Lie groups.

Keywords: stratified Lie group; Hölder-Zygmund space; Littlewood-Paley decomposition

MSC 2010 : 43A80, 42B25, 42B35

1. Introduction

The classical Hölder-Zygmund spaces Cσ(Rd) (0 < σ < ∞) on the Euclidean
space Rd play an important role in harmonic analysis and partial differential equa-

tions. Let us first recall the definition of these spaces. For 0 < σ 6 1, Cσ(Rd) is

defined to be the space of all bounded continuous functions f : R
d → C such that

‖f‖Cσ(Rn) :=





‖f‖L∞(Rd) + sup
x∈Rd

sup
y∈Rd\{0}

|f(x+ y)− f(x)|
|y|σ , 0 < σ < 1,

‖f‖L∞(Rd) + sup
x∈Rd

sup
y∈Rd\{0}

|f(x+ y) + f(x− y)− 2f(x)|
|y| , σ = 1,
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is finite. For σ = k + σ′ where k = 1, 2, . . . and 0 < σ′ 6 1, Cσ(Rd) is defined to be

the space of all Ck functions f : R
d → C such that

‖f‖Cσ(Rd) :=
∑

|α|6k

‖Dαf‖Cσ′(Rd) <∞.

It is well-known that the spaces Cσ(Rd) (0 < σ < ∞) can be characterized in terms
of the Littlewood-Paley decomposition. To recall such a characterization, choose

ψ0, ψ ∈ S(Rd) such that

suppFψ0 ⊂ {ξ ∈ R
d : |ξ| 6 2} and |Fψ0(ξ)| > c on {|ξ| 6 5/3},

and

suppFψ ⊂ {ξ ∈ R
d : 1/2 6 |ξ| 6 2} and |Fψ(ξ)| > c on {3/5 6 |ξ| 6 5/3},

where c is a positive constant, and F is the Fourier transform operator. For j =

1, 2, . . ., we set

ψj(x) := 2jdψ(2jx), x ∈ R
d.

Then the Littlewood-Paley characterization of Cσ(Rd) (0 < σ < ∞) can be stated
as follows. For every f ∈ Cσ(Rd), one has the estimate

sup
j∈N∪{0}

2jσ‖f ∗ ψj‖L∞(Rd) 6 C‖f‖Cσ(Rd),

where C is a positive constant independent of f . Conversely, every distribution

f ∈ S ′(Rd) that satisfies sup
j∈N∪{0}

2jσ‖f ∗ ψj‖L∞(Rd) < ∞ can be identified with an

element of Cσ(Rd), and for such f one has the estimate

‖f‖Cσ(Rd) 6 C′ sup
j∈N∪{0}

2jσ‖f ∗ ψj‖L∞(Rd),

where C′ is also a positive constant independent of f . See, e.g., [9] and [15].

In the 1970s, Folland in [3] generalized the classical Hölder-Zygmund spaces to

the setting of stratified Lie groups. To recall the definition of these spaces, we need

first to recall some basic notions concerning stratified Lie groups. A Lie group G

is called a stratified Lie group if it is connected and simply connected, and its Lie

algebra g can be decomposed as a direct sum g = V1⊕ . . .⊕Vm, with [V1, Vk] = Vk+1

for 1 6 k 6 m − 1 and [V1, Vm] = 0. Such a group G is necessarily nilpotent, and

thus the exponential map exp: g → G is a diffeomorphism which takes the Lebesgue

measure on g to a bi-invariant Haar measure dx on G. The group identity of G will
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be referred to as the origin and denoted by 0. A typical example of stratified Lie

groups is the Heisenberg group H
n.

The algebra g is equipped with a natural family of dilations {δt}t>0 which are the

algebra automorphisms defined by

δt

( m∑

j=1

Zj

)
=

m∑

j=1

tjZj (Zj ∈ Vj).

Under the identification of G with g (via the exponential map), δt may also be viewed

as a map from G to G. We generally write tx instead of δt(x), for x ∈ G. The number

Q :=
m∑
j=1

j(dim Vj) is called the homogeneous dimension of G.

A homogeneous norm on G is a continuous function x 7→ |x| from G to [0,∞)

which vanishes only at 0 and satisfies that |x−1| = |x| and |δt(x)| = t|x| for all
x ∈ G and t > 0. It is shown in [5] that there exists at least one homogeneous

norm on G and any two homogeneous norms on G are equivalent. Henceforth we fix

a homogeneous norm on G. It satisfies a triangle inequality: there exists a constant

γ > 1 such that

(1.1) |xy| 6 γ(|x|+ |y|)

for all x, y ∈ G.

The elements of g will be considered as left-invariant vector fields on G. We fix

once and for all a basis {X1, . . . , Xn1
} for V1 ⊂ g. Then the operator

L = −
n1∑

j=1

X2
j

is called the sub-Laplacian on G. Let

I(n1) =
⋃

k∈N∪{0}
{1, . . . , n1}k

be the set of multi-indices I with values in {1, . . . , n1}, of arbitrary length. For
I = (i1, . . . , ik) ∈ {1, . . . , n1}k ⊂ I(n1), we set |I| = k and

XI = Xi1 . . . Xik ,

with the convention XI = id if I ∈ {1, . . . , n1}0 = ∅.
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Now let us recall from [3] the definition of the Hölder-Zygmund spaces Cσ(G)

(0 < σ < ∞) on the stratified Lie group G. See also [4]. For 0 < σ 6 1, Cσ(G) is

defined to be the space of all bounded continuous functions f : G→ C such that

‖f‖Cσ(G) :=





‖f‖L∞(G) + sup
x∈G

sup
y∈G\{0}

|f(xy)− f(x)|
|y|σ , 0 < σ < 1,

‖f‖L∞(G) + sup
x∈G

sup
y∈G\{0}

|f(xy) + f(xy−1)− 2f(x)|
|y| , σ = 1,

is finite. For σ = k + σ′ where k = 1, 2, . . . and 0 < σ′ 6 1, Cσ(G) is defined to be

the space of all Ck functions f : G→ C such that

(1.2) ‖f‖Cσ(G) :=
∑

I∈I(n1),|I|6k

‖XIf‖Cσ′(G) <∞.

Note that in [3] the spaces Cσ(G) defined above are called Lipschitz spaces, and are

denoted by Γα(G) there.

The purpose of this paper is to give a Littlewood-Paley characterization for

the spaces Cσ(G) which is analogous to that of the classical Hölder-Zygmund

spaces Cσ(Rd). The Littlewood-Paley operators in our setting will be defined via the

spectral measure of the sub-LaplacianL . Note that when restricted to C∞
0 (G), L is

essentially self-adjoint. Its closure has the domain D = {u ∈ L2(G) : L u ∈ L2(G)},
where L u is a derivative in the sense of distributions. This closure is the unique

self-adjoint extension of L |C∞
0

(G). We denote this extension also by the symbol L .

It admits a spectral resolution

L =

∫ ∞

0

λdEλ,

where dEλ is the spectral measure. Any bounded, Borel measurable function K̂

on [0,∞) defines a bounded operator

K̂(L ) =

∫ ∞

0

K̂(λ) dEλ

on L2(G). As shown in [2], page 76, the spectral measure of {0} vanishes, so the
point λ = 0 may be neglected in the spectral resolution, and we should regard K̂

as a function on (0,∞) rather than on [0,∞). Since the operator K̂(L ) is bounded

on L2(G) and commutes with left translations, it follows from the Schwartz kernel

theorem that there exists a convolution distribution kernel K ∈ S ′(G) such that

K̂(L )f = f ∗K ∀ f ∈ S(G),
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where S(G) and S ′(G) are respectively the Schwartz space on G and the distribution

space on G, whose definitions will be recalled in Section 2 below.

Let R+ := (0,∞). Denote by S(R+) the space of all smooth functions Φ̂ on R
+

be such that for every nonnegative integer k, Φ̂(k)(λ) decays rapidly as λ→ +∞ and
converges to some finite number as λ → 0+, where Φ̂(k) is the kth order derivative

of Φ̂. An important fact, which was originally given in [11], says that if Φ̂ ∈ S(R+)

then the convolution kernel Φ associated to Φ̂(L ) is in S(G). Due to this fact, if
Φ̂ ∈ S(R+) then one naturally enlarges the domain of Φ̂(L ) from L2(G) to S ′(G):

Φ̂(L )f := f ∗ Φ ∀ f ∈ S ′(G).

The main result of the present paper is the following:

Theorem 1.1. Let Ψ̂0, Ψ̂ ∈ S(R+) be such that supp Ψ̂0 ∈ [0, 4], supp Ψ̂ ⊂
[1/4, 4], and

(1.3) [Ψ̂0(λ)]
2 +

∞∑

j=1

[Ψ̂(2−2jλ)]2 = 1 ∀λ ∈ R
+.

For j = 1, 2, . . ., we set

(1.4) Ψ̂j(λ) := Ψ̂(2−2jλ), λ ∈ R
+.

Then for every f ∈ Cσ(G) we have the estimate

(1.5) sup
j∈N∪{0}

2jσ‖Ψ̂j(L )f‖L∞(G) 6 C‖f‖Cσ(G),

where C is a positive constant independent of f . Conversely, every distribution

f ∈ S ′(G) that satisfies sup
j∈N∪{0}

2jσ‖Ψ̂j(L )f‖L∞(G) < ∞ can be identified with an

element of Cσ(G), and for such f we have the estimate

(1.6) ‖f‖Cσ(G) 6 C′ sup
j∈N∪{0}

2jσ‖Ψ̂j(L )f‖L∞(G),

where C′ is also a positive constant independent of f .

Folland in [4] established a characterization of Cσ(G) in terms of Poisson integrals,

which may be thought of as an earlier version of the Littlewood-Paley characteriza-

tion of Cσ(G). Different from [4], the Littlewood-Paley operators used in the present

paper are built via the spectral measure associated to the sub-Laplacian, and the
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convolution kernels associated to our Littlewood-Paley operators are Schwartz func-

tions on G. It should be mentioned that Saka [14] first introduced Besov spaces

Λ(α, p, q) (α ∈ R, 1 6 p 6 ∞, 1 6 q 6 ∞) on stratified groups, by using the
heat semigroup. Giulini in [8] defines Besov spaces Bα

p,q (α ∈ R, 1 6 p 6 ∞,
1 6 q 6 ∞) using a Littlewood-Paley type decomposition on stratified groups, and
proves that Bs

p,q coincide with Λ(α, p, q) introduced by Saka. The main result of [8]

is a characterization of Bα
p,q by their approximation theoretic properties. But the

result of [8] seems not to yield the equivalence between Bσ
∞,∞ and Cσ(G) directly.

Recently, Führ and Mayeli in [6] studied homogeneous Besov spaces Ḃα
p,q on strati-

fied groups. Among other things, they established wavelet characterizations of Ḃα
p,q.

However, the relation between Ḃα
∞,∞ and the homogeneous Hölder-Zygmund spaces

is not investigated in [6]. It is also worth pointing out that Furioli et al. [7] re-

cently introduced Besov spaces on Lie groups of polynomial growth, by means of the

Littlewood-Paley decomposition related to the sub-Laplacian. So it is an interest-

ing problem whether the spaces Bα
∞,∞ in such a more general setting coincide with

(appropriately defined) Hölder-Zygmund spaces.

The rest of the paper is organized as follows. In Section 2, we recall some known

results on stratified Lie groups. In Section 3, we give an almost orthogonality es-

timate and use it to derive a Calderón type reproducing formula. In Section 4, we

give the proof of our main result, Theorem 1.1.

Convention: Throughout the paper, C denotes a positive constant which is inde-

pendent of the main variable quantities involved but whose value may vary from one

occurrence to the next. For two variable quantities a and b, if a 6 Cb, then we write

a . b or b & a. If both a . b and b . a are valid, then we write a ∼ b. The set of

all strictly positive integers is denoted by N, and the set of all strictly positive real

numbers will be denoted by R+. For any σ > 0, ⌊σ⌋ denotes the largest integer less
than or equal to σ. If α, β ∈ R, we use α ∧ β to denote the number min{α, β}.

2. Some known results on stratified Lie groups

Recall that we have fixed a basis {X1, . . . , Xn1
} for V1 ⊂ g. We now let

{Xn1+1, . . . , Xn2
} be a basis for V2, {Xn2+1, . . . , Xn3

} be a basis for V3, and so
on, so that we obtain a basis {X1, . . . , Xn} for g adapted to the stratification.

A complex-valued function P on G is called a polynomial on G if P ◦ exp is a poly-
nomial on the vector space g ≡ R

n. Let ξ1, . . . , ξn be the basis for the linear forms

on g dual to the basis X1, . . . , Xn for g, and set ηj = ξj ◦ exp−1, j = 1, . . . , n. Then

η1, . . . , ηn are generators of the algebra of polynomials on G. Thus, every polynomial
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on G can be written uniquely as

(2.1) P =
∑

li,...,ln∈N∪{0}
al1,...,lnη

l1
1 . . . ηlnn , al1,...,ln ∈ C,

where all but finitely many of the coefficients al1,...,ln vanish. A polynomial of the

type (2.1) is said to be of homogeneous degree M , where M ∈ N ∪ {0}, if the
inequality

n∑

k=1

dklk 6M

holds for all those multi-indices (l1, . . . , ln) for which al1,...,ln 6= 0, where each dk is

a positive integer given by

(2.2) dk := j if Xk ∈ Vj .

For M ∈ N ∪ {0}, we let PM denote the space of polynomials on G of homogeneous

degree M . A function f : G → C is said to have vanishing moments of order M ,

where M ∈ N, if ∫

G

f(x)P (x) dx = 0 ∀ P ∈ PM−1,

with the absolute convergence of the integral.

The convolution of two functions f, g on G is defined by

f ∗ g(x) =
∫

G

f(y)g(y−1x) dy =

∫

G

f(xy−1)g(y) dy,

provided that the integrals converge absolutely. For j = 1, . . . , n1, we let Yj denote

the right-invariant vector field which coincides with Xj at the origin. For I =

{i1, . . . , ik} ∈ {1, . . . , n1}k ⊂ I(n1), we set Ĩ = {ik, . . . , i1}, XI = Xi1 . . .Xik and

YI = Yi1 . . . Yik . The operators XI and YI interact the convolution in the following

way:

(2.3) XI(f ∗ g) = f ∗ (XIg), YI(f ∗ g) = (YIf) ∗ g, (XIf) ∗ g = f ∗ (YĨg).

If f is a function on G, we define the reflection of f by f̃(x) = f(x−1), x ∈ G. Then

we have

(2.4) XI f̃ = (−1)|I|ỸIf.

We now recall the definition of Taylor polynomials of a function on G. Let

M ∈ N ∪ {0}, f ∈ CM (G) and x ∈ G. The (left) Taylor polynomial of f at x of
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homogeneous degree M is defined to be the unique polynomial P (f)
x,M (·) ∈ PM such

that XIf(0) = XIP
(f)
x,M (0) for all multi-indices I ∈ I(n1) with |I| 6 M . Note that

P
(f)
x,0 (·) ≡ f(x). The following stratified Taylor inequality will be frequently used.

Proposition 2.1 ([5], Corollary 1.44). For every M ∈ N, there is a constant CM

(depending on M) such that for all f ∈ CM (G) and x, y ∈ G,

|f(xy)− P
(f)
x,M−1(y)| 6 CM |y|M sup

I∈I(n1),|I|=M

|z|6bM |y|

|(XIf)(xz)|,

where b is a positive constant independent of M , f , x and y. In particular,

|f(xy)− f(x)| 6 C|y| sup
16k6n1

|z|6b|y|

|(Xkf)(xz)|.

We denote by S(G) the space of all functions f on G such that f ◦exp−1 ∈ S(g) ≡
S(Rn). As pointed out in [5], page 35, S(G) is a Fréchet space and several different
choices of families of norms induce the same topology on S(G). In this paper, for
our purpose it will be convenient to use the following family: for any Φ ∈ S(G) and
M ∈ N ∪ {0}, we define

‖Φ‖SM
:= sup

I∈I(n1),|I|6M
x∈G

(|XIΦ(x)|+ |YIΦ(x)|)(1 + |x|)Q+M+|I|.

It follows immediately from (2.4) that ‖Φ̃‖SM
= ‖Φ‖SM

. The dual space S ′(G)

of S(G) is called the distribution space on G. For f ∈ S ′(G) and Φ ∈ S(G), we shall
denote the evaluation of f on Φ by 〈f,Φ〉.
For any function f on G and t > 0, the L1-normalized dilation of f is defined by

Dtf(x) = tQf(tx), x ∈ G.

The 2-homogeneity of L implies the following fact: if Φ̂ ∈ S(R+) and if Φ denotes

the convolution kernel associated to Φ̂(L ), then the convolution kernel associated

to Φ̂(t−2L ) coincides with DtΦ.

For any x ∈ G and r > 0, we define the ball centered at x of radius r by B(x, r) =

{y ∈ G : |x−1y| < r}. Denote by |E| the Haar measure of any measurable E ⊂ G.

Since d(rx) = rQ dx, we have |B(x, r)| = c0r
Q for all x ∈ G and r > 0, where c0 is

a positive constant. Consequently, G satisfies the volume doubling condition, namely,

there is a constant C such that |B(x, 2r)| 6 C|B(x, r)| for all x ∈ G and r > 0.
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The heat kernel ht on G is, by definition, the convolution kernel associated to the

heat semigroup e−tL , i.e.,

e−tL f(x) = f ∗ ht(x), x ∈ G, t > 0.

By [16], Theorem IV.4.2, ht and its derivatives satisfy the following Gaussian upper

bound estimate: for any multi-index I ∈ I(n1), there exist constants C, c such that

(2.5) |XIht(x)| 6 Ct−(|I|+Q)/2 exp
(
−|x|2
ct

)
, x ∈ G, t > 0.

This estimate together with Proposition 2.1 yields that ht also satisfies the following

Hölder continuity estimate: there exist constants C′, c′ such that for all t > 0 and

all x, x′ ∈ G with |x−1x′| 6 (2bγ)−1
√
t, where b is the constant from Proposition 2.1

and γ is the constant from (1.1), we have

(2.6) |ht(x)− ht(x
′)| 6 C′

( |x−1x′|√
t

)
t−Q/2 exp

(
−|x|2
c′t

)
.

We have seen that G satisfies the volume doubling condition, and the heat kernel ht
associated to the sub-Laplacian L satisfies the Gaussian upper bound estimate and

the Hölder continuity estimate. Hence the general theory developed by Kerkya-

charian and Petrushev in [12] can be applied to our setting. In particular, the

following smooth functional calculus induced by the heat kernel is valid. (See also

the remarks in [10], page 292.)

Proposition 2.2 ([12], Theorem 3.4). For any N ∈ N with N > Q+1 there exists

a constant CN (depending on N) such that for all Φ̂ ∈ S(R+), t > 0 and x ∈ G, we

have

|KΦ̂(t2L )(x)| 6 C‖Φ̂‖(N)t
−Q(1 + t−1|x|)−N ,

where KΦ̂(t2L )(·) denotes the convolution kernel associated to Φ(t2L ), and ‖Φ̂‖(N)

is defined by

‖Φ̂‖(N) := sup
λ∈R+,06k6N

(1 + λ)N+Q+1|Φ̂(k)(λ)|.

Finally, we recall a result from [3]: if α ∈ C, α 6= 0, and 0 < r < R < ∞, then
there exists a constant C such that

(2.7)
∫

r6|x|6R

|x|−Q+α dx = Cα−1(Rα − rα).

From this we immediately see that (1 + |·|)−N ∈ L1(G) if and only if N > Q.
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3. An almost orthogonality estimate and a Calderón type

reproducing formula

The following almost orthogonality estimate will be frequently used.

Lemma 3.1. Suppose Φ,Ψ ∈ S(G) and both of them have vanishing moments of
order M , where M ∈ N. Then for any 0 < ε < 1 there is a constant C > 0 such that

for all j, k ∈ Z,

(3.1) |Φj ∗Ψk(x)| 6 C‖Φ‖SM
‖Ψ‖SM

2−|j−k|(M−ε) 2−(j∧k)M

(2−(j∧k) + |x|)Q+M
,

where Φj(x) := D2jΦ(x), Ψk(x) := D2kΨ(x), and j ∧ k := min{j, k}.

P r o o f. We first consider the case j 6 k. Let P (Φj)
x,M−1(·) ∈ PM−1 be the (left)

Taylor polynomial of Φj at x of homogeneous degree M − 1. By the vanishing

moment condition on Ψk, we has

|Φj ∗Ψk(x)| =
∣∣∣∣
∫

G

[Φj(xy
−1)− P

(Φj)
x,M−1(y

−1)]Ψk(y) dy

∣∣∣∣

6

∫

|y|6(2−j+|x|)/(2γbM)

|Φj(xy
−1)− P

(Φj)
x,M−1(y

−1)||Ψk(y)| dy

+

∫

|y|>(2−j+|x|)/(2γbM)

|Φj(xy
−1)||Ψk(y)| dy

+

∫

|y|>(2−j+|x|)/(2γbM)

|P (Φj)
x,M−1(y

−1)||Ψk(y)| dy

≡ I1 + I2 + I3.

By Proposition 2.1 and (2.7), we have

I1 .

∫

|y|6(2−j+|x|)/(2γbM)

|Ψk(y)||y|M sup
I∈I(n1),|I|=M

|z|6bM |y|

|(XIΦj)(xz)| dy

. ‖Φ‖SM
‖Ψ‖SM

∫

|y|6(2−j+|x|)/(2γbM)

2−kM

(2−k + |y|)Q+M

× sup
I∈I(n1),|I|=M

|z|6bM |y|

2−jM |y|M
(2−j + |xz|)Q+M+M

dy

∼ ‖Φ‖SM
‖Ψ‖SM

2−kM2−jM

(2−j + |x|)Q+M+M

∫

|y|6(2−j+|x|)/(2γbM)

|y|M
(2−k + |y|)Q+M

dy
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6 ‖Φ‖SM
‖Ψ‖SM

2−kM2−jM2kε

(2−j + |x|)Q+M+M

∫

|y|6(2−j+|x|)/(2γbM)

|y|M
(2−k + |y|)Q+M−ε

dy

6 ‖Φ‖SM
‖Ψ‖SM

2−kM2−jM2kε

(2−j + |x|)Q+M+M

∫

|y|6(2−j+|x|)/(2γbM)

1

|y|Q−ε
dy

∼ ‖Φ‖SM
‖Ψ‖SM

2−j(M−ε)2−jε2−kM2kε

(2−j + |x|)Q+M+M−ε
6 ‖Φ‖SM

‖Ψ‖SM

2−jε2−kM2kε

(2−j + |x|)Q+M

= ‖Φ‖SM
‖Ψ‖SM

2−(k−j)(M−ε) 2−jM

(2−j + |x|)Q+M
.

Here, in the third line we used that if |y| 6 (2−j + |x|)/(2γbM ) and |z| 6 bM |y| then
2−j + |xz| ∼ 2−j + |x|, which follows from (1.1). Similarly, we have

I2 . ‖Φ‖SM
‖Ψ‖SM

∫

|y|>(2−j+|x|)/(2γbM)

2−jM

(2−j + |xy−1|)Q+M

2−kM

(2−k + |y|)Q+M
dy

. ‖Φ‖SM
‖Ψ‖SM

2−kM

(2−j + |x|)Q+M

∫

G

2−jM

(2−j + |xy−1|)Q+M
dy

. ‖Φ‖SM
‖Ψ‖SM

2−kM

(2−j + |x|)Q+M
= ‖Φ‖SM

‖Ψ‖SM
2−(k−j)M 2−jM

(2−j + |x|)Q+M

6 ‖Φ‖SM
‖Ψ‖SM

2−(k−j)(M−ε) 2−jM

(2−j + |x|)Q+M
.

To estimate I3, we first note that by [1], Proposition 20.3.11, the Taylor polynomial

P
(Φj)
x,M−1(·) is of the form

P
(Φj)
x,M−1(y) = Φj(x) +

M−1∑

l=1

l∑

ν=1

∑

16i1,...,iν6n
di1

+...+diν=l

ηi1(y) . . . ηiν (y)

ν!
(Xi1 . . . XiνΦj)(x),

where each diν is a positive integer defined by (2.2), i.e., diν := µ if Xiν ∈ Vµ. Hence

I3 . ‖Φ‖SM
‖Ψ‖SM

∫

|y|>(2−j+|x|)/(2γbM)

2−kM

(2−k + |y|)Q+M

M−1∑

l=0

2−jM |y|l
(2−j + |x|)Q+M+l

dy

. ‖Φ‖SM
‖Ψ‖SM

2−kM

(2−j + |x|)Q+M

M−1∑

l=0

∫

|y|>(2−j+|x|)/2γb

2−jM |y|l
(2−k + |y|)Q+M+l

dy

6 ‖Φ‖SM
‖Ψ‖SM

2−kM

(2−j + |x|)Q+M

M−1∑

l=0

∫

|y|>(2−j+|x|)/2γb

2−jε|y|l
(2−k + |y|)Q+ε+l

dy

. ‖Φ‖SM
‖Ψ‖SM

2−kM2kε2−jε

(2−j + |x|)Q+M

∫

G

2−kε

(2−k + |y|)Q+ε
dy

. ‖Φ‖SM
‖Ψ‖SM

2−(k−j)(M−ε) 2−jM

(2−j + |x|)Q+M
.
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Therefore, for j 6 k we have

(3.2) |Φj ∗Ψk(x)| . ‖Φ‖SM
‖Ψ‖SM

2−(k−j)(M−ε) 2−kM

(2−j + |x|)Q+M
.

Next we consider the case j > k. Since Φj ∗Ψk(x) = Ψ̃k ∗ Φ̃j(x
−1) and since f̃ has

vanishing moments of the same order as f , it follows from (3.2) that

(3.3) |Φj ∗Ψk(x)| = |Ψ̃k ∗ Φ̃j(x
−1)| . ‖Ψ‖SM

‖Φ‖SM
2−(j−k)(M−ε) 2−jM

(2− + |x|)Q+M
,

where we also used the fact that ‖Φ̃‖SM
= ‖Φ‖SM

and ‖Ψ̃‖SM
= ‖Ψ‖SM

. Combin-

ing (3.2) and (3.3) gives the desired estimate (3.1). �

Remark 3.2. If we only assume Φ has vanishing moment of order M , then for

j > k we have

(3.4) |Φj ∗Ψk(x)| . ‖Φ‖SM
‖Ψ‖SM

2−(j−k)(M−ε) 2−kM

(2−k + |x|)Q+M
.

Similarly, if we only assume Ψ has vanishing moment of order M , then for j 6 k we

have

(3.5) |Φj ∗Ψk(x)| . ‖Φ‖SM
‖Ψ‖SM

2−(k−j)(M−ε) 2−jM

(2−j + |x|)Q+M
.

If Φ̂ ∈ S(R+) and k is a nonnegative integer, we let Φ̂(k)(0) := lim
λ→0+

Φ̂(k)(λ). Then

we have the following lemma.

Lemma 3.3. Suppose M ∈ N, Φ̂ ∈ S(R+) and

(3.6) Φ̂(k)(0) = 0 for k = 0, 1, . . . ,M − 1.

Then the convolution kernel Φ associated to Φ̂(L ) has vanishing moments of or-

der 2M . In particular, if Φ̂ ∈ S(R+) vanishes identically near the origin, then Φ has

vanishing moments of arbitrary order.

P r o o f. First we note that, for any polynomial P ∈ P2M−1, we have L MP ≡ 0.

Indeed, every P ∈ P2M−1 can be decomposed as a sum P = a0 +
2M−1∑
j=1

ajPj , where

a0, a1, a2, . . . ∈ C and Pj ∈ Pj \ Pj−1, j = 1, . . . , 2M − 1. Since every Pj is smooth

on G and homogeneous of degree j, L MPj is smooth on G and homogeneous of
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degree j − 2M < 0. So L MPj must be identically zero on G, and hence L MP ≡ 0

on G.

Define Θ̂(λ) := λ−M Φ̂(λ), λ ∈ R
+. Then (3.6) implies that Θ ∈ S(R+). Let Φ

and Θ denote the convolution kernels associated to Φ̂(L ) and Θ̂(L ), respectively.

Then we have Φ = L MΘ. For all P ∈ P2M−1, by integration by parts, we have

∫

G

Φ(x)P (x) dx =

∫

G

(L MΘ)(x)P (x) dx =

∫

G

Φ(x)(L MP )(x) dx = 0.

This shows that Ψ has vanishing moments of order 2M . �

We now give a Calderón type reproducing formula on G.

Lemma 3.4. Suppose Φ̂0, Φ̂ ∈ S(R+), Φ̂ vanishes identically near the origin, and

(3.7) Φ̂0(λ) +

∞∑

j=1

Φ̂(2−2jλ) = 1 ∀λ ∈ R
+.

Then for all f ∈ S ′(G) we have

(3.8) f = Φ̂0(L )f +

∞∑

j=1

Φ̂(2−2j
L )f with convergence in S ′(G).

P r o o f. Let Φ0 and Φ denote the convolution kernels associated to Φ̂0(L )

and Φ̂(L ), respectively. For j = 1, 2, . . ., we define Φj := D2jΦ. Then, as we

noted before, Φj coincides with the convolution kernel associated to Φ̂(2−2j
L ) for

j = 1, 2, . . .

To prove (3.8), by duality it suffices to show that for all g ∈ S(G), the partial sum
Sk(g) := Φ̂0(L )g +

k∑
j=1

Φ̂(2−2jL )g converges in S(G) to g as k → ∞. To see the

latter, note that by (2.3) we have that for all g ∈ S(G), M ∈ N ∪ {0}, k ∈ N ∪ {0}
and l ∈ N

(3.9)

‖Sk+l(g)− Sk(g)‖SM
=

∥∥∥∥
k+l∑

j=k+1

Φ̂(2−2j
L )g

∥∥∥∥
SM

6

k+l∑

j=k+1

‖g ∗ Φj‖SM

=

k+l∑

j=k+1

sup
I∈I(n1),|I|6M

x∈G

[|XI(g ∗ Φj)(x)| + |YI(g ∗ Φj)(x)|](1 + |x|)Q+M+|I|

=
k+l∑

j=k+1

sup
I∈I(n1),|I|6M

x∈G

[2j|I||g ∗ (XIΦ)j(x)| + |(YIg) ∗ Φj(x)|](1 + |x|)Q+M+|I|,

143



where (XIΦ)j := D2j (XIΦ). Let M̃ be a positive integer such that M̃ > M + 1,

and let 0 < ε < 1. Since Φ̂ vanishes identically near the origin, it follows from

Lemma 3.3 that Φ has vanishing moments of arbitrary order. In particular, Φ has

vanishing moments of order M̃ . Hence, by (3.5) in Remark 3.2, we have that for

j = 1, 2, . . .

(3.10) |g ∗ (XIΦ)j(x)| 6 C‖g‖SM
‖XIΦ‖SM

2−j(M̃−ε)(1 + |x|)−Q+M̃

and

(3.11) |(YIg) ∗ Φj(x)| 6 C‖YIg‖SM
‖Φ‖SM

2−j(M̃−ε)(1 + |x|)−Q+M̃ .

Put

Cg,Φ,M := max
{
‖g‖SM

(
sup

I∈I(n1),|I|6M

‖XIΦ‖SM

)
,
(

sup
I∈I(n1),|I|6M

‖YIg‖SM

)
‖Φ‖SM

}
.

Since g,Φ ∈ S(G), we have Cg,Φ,M < ∞. Inserting (3.10) and (3.11) in (3.9), and
taking into account that M̃ −M − ε > 0, we get

‖Sk+l(g)− Sk(g)‖SM
6 CCg,Φ,M

k+l∑

j=k+1

2−jε 6 CCg,Φ,M

∞∑

j=k+1

2−jε → 0 as k → ∞.

This shows that {Sk(g)}∞k=1 is a Cauchy sequence in S(G). By virtue of the com-
pleteness of S(G), there exists h ∈ S(G) such that Sk(g) → h in S(G) as k → ∞. On
the other hand, it follows from (3.7) and the spectral theory that Sk(g) → g in L2(G)

as k → ∞. Therefore, since g, h ∈ C∞(G), we must have h(x) = g(x) for all x ∈ G.

Hence Sk(g) → g in S(G) as k → ∞. The proof of the lemma is completed. �

4. Proof of Theorem 1.1

We need somme lemmas. First, we have the following estimate for derivatives of

the Bessel potentials associated to L .

Lemma 4.1. Suppose α ∈ R, α > Q/2, k ∈ N∪{0} and k < 2α−Q. Let Jα denote
the convolution kernel of the operator (id + L )−α. Then for any I ∈ I(n1) with

|I| 6 k and any N > 0, there exists a constant Cα,I,N (depending on α, I and N)

such that for all x ∈ G,

|XIJα(x)| 6 Cα,I,N(1 + |x|)−N .

144



P r o o f. Note that Jσ can be expressed as

(4.1) Jα(x) =
1

Γ(α)

∫ ∞

0

tα−1e−tht(x) dt, x ∈ G.

Using (2.5) it is easy to see that the integral
∫∞
0 tα−1e−tXIht(x) dt converges uni-

formly in x ∈ G. So we may differentiate (4.1) under the integral to get

XIJα(x) =
1

Γ(α)

∫ ∞

0

tα−1e−tXIht(x) dt, x ∈ G.

Hence by (2.5) we have

|XIJα(x)| 6
1

Γ(α)

∫ ∞

0

tα−1e−t|XIht(x)| dt

6 Cα,I

∫ ∞

0

tα−1e−tt−(|I|+Q)/2e−|x|2/(ct) dt

= Cα,I

(∫ √
2/c|x|

0

+

∫ ∞

√
2/c|x|

)
tα−1e−tt−(|I|+Q)/2e−|x|2/(ct) dt.

For 0 < t 6
√
2/c|x| we have the estimate e−|x|2/(ct) 6 e−|x|/

√
2c, while for

√
2/c|x| 6

t < ∞ we have the estimates e−t = e−t/2e−t/2 6 e−t/2e−|x|/
√
2c and e−|x|2/(ct) 6 1.

Therefore we have

|XIJα(x)|

6 Cα,Ie
−|x|/

√
2c

(∫ √
2/c|x|

0

tα−1−(|I|+Q)/2e−t dt+

∫ ∞

√
2/c|x|

tα−1−(|I|+Q)/2e−t/2 dt

)

6 Cα,Ie
−|x|/

√
2c 6 Cα,I,N (1 + |x|)−N ,

as desired. �

Lemma 4.2. Suppose α ∈ R. Then S(G) ⊂ D((id + L )α). Furthermore,

(id + L )α maps S(G) into S(G) continuously.

P r o o f. We first show S(G) ⊂ D((id + L )α). Note that this is trivial if α 6 0,

since for all α 6 0 we have D((id + L )α) = L2(X). Assume now α > 0. Let

j = ⌊α⌋+1, and set Φ(λ) = (1+λ)α(1+λj)−1, λ ∈ R
+. Then (1+λ)α = Φ(λ)(1+λj).

Hence by [13], Theorem 13.24 (b), we have

(4.2) D(Φ(L ) ◦ (id + L
j)) ⊂ D((id + L )α).
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On the other hand, since Φ ∈ L∞(R+), we have D(Φ(L )) = L2(G), and hence

D(Φ(L ) ◦ (id + L
j)) = {f ∈ L2(X)|f ∈ D(id + L

j), (id + L
j)f ∈ D(Φ(L ))}

= D(id + L
j).

Combining this with (4.2) we see that D(id+L
j) ⊂ D((id+L )α), which along with

the obvious fact that S(G) ⊂ D(id + L j) implies S(G) ⊂ D((id + L )α).

We next show that (id +L )α maps S(G) into S(G) continuously. Let α ∈ R and

Φ ∈ S(G). We must show that for any multi-index I ∈ I(n1) and any N > Q, the

estimate

(4.3) |XI(id + L )αΦ(x)| 6 C(1 + |x|)−N

holds with a constant C depending on α, I, N and some Schwartz norms of Φ. To

this end, we choose l to be the smallest integer such that l > max{α + (Q + |I|)/2,
(N −Q)/2}, and then write

(4.4) XI(id + L )αΦ = XI(id + L )−(l−α)(id + L )lΦ

=

∫

G

(id + L )lΦ(y)(XIJl−α)(y
−1x) dy.

Since l − α > Q/2 and |I| < 2(l − α)−Q, it follows from Lemma 4.1 that

|(XIJl−α)(y
−1x)| 6 Cα,I,N(1 + |y−1x|)−N .

On the other hand, since l > (N −Q)/2, we have

|(id + L )lΦ(y)| 6 ‖Φ‖S2l
(1 + |y|)−(Q+2l) 6 ‖Φ‖S2l

(1 + |y|)−N .

Substituting these into (4.4), and using (1.1) and (2.7), we get

|XI(id + L )αΦ(x)|

6 Cα,I,N‖Φ‖S2l

∫

G

(1 + |y|)−N (1 + |y−1x|)−N dy

= Cα,I,N‖Φ‖S2l

(∫

|y|6|x|/2γ
+

∫

|y|>|x|/2γ

)
(1 + |y|)−N(1 + |y−1x|)−N dy

6 Cα,I,N‖Φ‖S2l

∫

|y|6 |x|
2γ

(1 + |y|)−N (1 + |x|)−N dy

+ Cα,I,N‖Φ‖S2l

∫

|y|>|x|/2γ
(1 + |x|)−N (1 + |y−1x|)−N dy

6 Cα,I,N‖Φ‖S2l
(1 + |x|)−N .

Hence (4.3) is established and the proof is completed. �
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Definition 4.3. For α ∈ R and f ∈ S ′(G), we define (id + L )αf to be an

element of S ′(G) such that

〈(id + L )αf,Φ〉 = 〈f, (id + L )αΦ〉, Φ ∈ S(G).

Lemma 4.4. Let Ψ̂0 and Ψ̂ be as in Theorem 1.1. For j = 1, 2, . . ., we set

(4.5) Ψ̂j(λ) := Ψ̂(2−2jλ), λ ∈ R
+.

Let {Θ̂j}∞j=0 be a system of functions in S(R+). Let α ∈ R and let L ∈ N be such

that L > Q+ 1 + |α|/2. Then for all f ∈ S ′(G) we have

(4.6) sup
j∈N∪{0}

2jα‖Θ̂j(L )f‖L∞(G) . C({Θ̂j}∞j=0) sup
j∈N∪{0}

2jα‖Ψ̂j(L )f‖L∞(G),

where

(4.7) C({Θ̂j}∞j=0) := sup
λ∈R

+

06k6L

(1+λ)L
∣∣∣d

kΘ̂0

dλk
(λ)

∣∣∣+ sup
λ∈R

+

06k6L
j∈N

(λL+λ−L)
∣∣∣d

k[Θ̂j(2
2j ·)]

dλk
(λ)

∣∣∣.

P r o o f. By (1.3), (4.5) and Lemma 3.4, for all f ∈ S ′(G) we have

f =

∞∑

l=0

Ψ̂l(L )Ψ̂l(L )f with convergence in S ′(G).

Hence for all j ∈ N ∪ {0} and x ∈ G we have

Θ̂j(L )f(x) =

∞∑

l=0

Θ̂j(L )Ψ̂l(L )Ψ̂l(L )f(x).

It follows that

(4.8) 2jα|Θ̂j(L )f(x)|

6

∞∑

l=0

2(j−l)α2lα
∫

G

|KΘ̂j(L )Ψ̂l(L )(y
−1x)||Ψ̂l(L )f(y)| dy

6 sup
l∈N∪{0}

y∈G

2lα|Ψ̂l(L )f(y)|
∞∑

l=0

2(j−l)α

∫

G

|KΘ̂j(L )Ψ̂l(L )(y
−1x)| dy

6 sup
l∈N∪{0}

y∈G

2lα|Ψ̂l(L )f(y)|
∞∑

l=0

2(j−l)αIj,l,
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where KΘ̂j(L )Ψ̂l(L )(·) denotes the convolution kernel associated to Θ̂j(L )Ψ̂l(L ),

and for j, l ∈ N ∪ {0} we have set

Ij,l :=

∫

G

|KΘ̂j(L )Ψ̂l(L )(y
−1x)| dy =

∫

G

|KΘ̂j(L )Ψ̂l(L )(y)| dy.

Let N ∈ N be such that N > Q+ 1 and 2L− 2N − |α| > 0. Such N exists since we

have assumed that L > Q + 1 + |α|/2. Now we claim that for all j, l ∈ N ∪ {0} we
have

(4.9) Ij,l . C({Θ̂j}∞j=0)2
−2|j−l|(L−N).

Assume the claim for the moment. Then substituting (4.9) into (4.8), we see that

for all j ∈ N ∪ {0} and x ∈ G

2jα|Θ̂j(L )f(x)| . C({Θ̂j}∞j=0) sup
l∈N∪{0}

y∈G

2lα|Ψ̂l(L )f(y)|
∞∑

l=0

2−|j−l|(2L−2N−|α|)

. C({Θ̂j}∞j=0) sup
l∈N∪{0}

y∈G

2lα|Ψ̂l(L )f(y)|.

Taking the supremum over j ∈ N ∪ {0} and x ∈ G yields the desired estimate (4.6).

It remains to prove the claim. To do this, we consider the following four cases:

Case (i) j ∈ N, l ∈ N; Case (ii) j ∈ N, l = 0; Case (iii) j = 0, l ∈ N; Case (iv)

j = 0, l = 0. We shall only give the details here for Case (i) since the other cases

can be done similarly. Let j, l ∈ N. Put Ω̂(λ) := Θ̂j(2
2lλ)Ψ̂(λ), λ ∈ R

+. Then by

Proposition 2.2 we have

|KΘ̂j(L )Ψ̂l(L )(y)| = |KΘ̂j(L )Ψ̂(2−2lL )(y)| = |KΩ̂(2−2lL )(y)|
6 CN‖Ω̂‖(N)2

lQ(1 + 2l|y|)−N .

From this and (2.7) it follows that

Ik,l . ‖Ω̂‖(N) = sup
λ∈R

+

06k6N

(1 + λ)N+Q+1
∣∣∣d

kΩ̂

dλk
(λ)

∣∣∣

6 sup
λ∈R

+

06k6N

(1 + λ)N+Q+1
∑

k1+k2=k

Ck1

k

∣∣∣d
k1Ψ̂

dλν1
(λ)

∣∣∣
∣∣∣d

k2 [Θ̂j(2
2l·)]

dλk2
(λ)

∣∣∣

= sup
λ∈R

+

06k6N

(1 + λ)N+Q+1
∑

k1+k2=ν

22(l−j)k2

∣∣∣d
k1Ψ̂

dλk1
(λ)

∣∣∣
∣∣∣d

k2 [Θ̂j(2
2j ·)]

dλk2
(22(l−j)λ)

∣∣∣
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6 C({Θ̂j}∞j=0) sup
λ∈R

+

06k6N

(1 + λ)N+Q+1

×
∑

k1+k2=k

22(l−j)k2

∣∣∣d
k1Ψ̂

dλk1
(λ)

∣∣∣(|22(l−j)λ|L + |22(l−j)λ|−L)−1

. C({Θ̂j}∞j=0)2
−2|j−l|(L−N),

where for the last inequality we used the fact that supp Ψ̂ ⊂ [1/4, 4]. Hence the claim

is true and the proof is completed. �

Lemma 4.5. Let Ψ̂0 and Ψ̂ be as in Theorem 1.1. For j = 1, 2, . . ., we set

Ψ̂j(λ) := Ψ̂(2−2jλ), λ ∈ R
+.

Then for any α, β ∈ R there exists a constant C such that for all f ∈ S ′(G),

(4.10) sup
j∈N∪{0}

2j(β−2α)‖Ψ̂j(L )(id + L )αf‖L∞(G) ∼ sup
j∈N∪{0}

2jβ‖Ψ̂j(L )f‖L∞(G).

P r o o f. For j = 0, 1, 2, . . ., we define

Θ̂j(λ) := 2−2jαΨ̂j(λ)(1 + λ)α, λ ∈ R
+.

Obviously, each Θ̂j belongs to S(R+). Note that for j = 1, 2, . . . we have

Θ̂j(2
2j ·) = 2−2jαΨ̂(·)(1 + 22j ·)α.

Hence, the assumption supp Ψ̂ ⊂ [1/4, 4] implies that the number C({Θ̂j}∞j=0) defined

by (4.7) is finite. Therefore it follows from Lemma 4.4 that for all f ∈ S ′(G),

sup
j∈N∪{0}

2j(β−2α)‖Ψ̂j(L )(id + L )αf‖L∞(G) = sup
j∈N∪{0}

2jβ‖Θ̂j(L )f‖L∞(G)

. C({Θ̂j}∞j=0) sup
j∈N∪{0}

2jβ‖Ψ̂j(L )f‖L∞(G).

This estimate also implies

sup
j∈N∪{0}

2jβ‖Ψ̂j(L )f‖L∞(G)

= sup
j∈N∪{0}

2j[(β−2α)−(−2α)]‖Ψ̂j(L )(id + L )−α(id + L )αf‖L∞(G)

. C({Θ̂j}∞j=0) sup
j∈N∪{0}

2j(β−2α)‖Ψ̂j(L )(id + L )αf‖L∞(G).

Therefore (4.10) is true, and the proof is completed. �
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Lemma 4.6. Let Ψ̂0 and Ψ̂ be as in Theorem 1.1. For j = 1, 2, . . ., we set

(4.11) Ψ̂j(λ) := Ψ̂(2−2jλ), λ ∈ R
+.

Then for any I ∈ I(n1) and α ∈ R there exists a constant C such that for all

f ∈ S ′(G),

(4.12) sup
j∈N∪{0}

2j(α−|I|)‖Ψ̂j(L )(XIf)‖L∞(G) 6 C sup
j∈N∪{0}

2jα‖Ψ̂j(L )f‖L∞(G).

P r o o f. By (1.3), (4.11) and Lemma 3.4 we have

f =

∞∑

l=0

Ψ̂l(L )Ψ̂l(L )f

with convergence in S ′(G). Hence for any I ∈ I(n1) we have

XIf =

∞∑

l=0

XIΨ̂l(L )Ψ̂l(L )f.

Consequently, for all j ∈ N ∪ {0} and x ∈ G,

(4.13) Ψ̂j(L )(XIf)(x) =

∞∑

l=0

Ψ̂j(L )XIΨ̂l(L )Ψ̂l(L )f(x).

Let Ψ0 and Ψ denote the convolution kernel associated to Ψ̂0(L ) and Ψ̂(L ),

respectively. For j = 1, 2, . . ., we set Ψj := D2jΨ. Then for j ∈ N ∪ {0}, Ψj co-

incides with the convolution kernel associated to Ψ̂j(L ). Hence by (2.3) we can

rewrite (4.13) as

Ψ̂j(L )(XIf)(x) =
∞∑

l=0

Ψ̂j(L )XI(f ∗Ψl ∗Ψl)(x)

=

∞∑

l=0

[XI(f ∗Ψl ∗Ψl)] ∗Ψj(x)

=
∞∑

l=0

(f ∗Ψl ∗Ψl) ∗ (YĨΨj)(x)

= 2j|I|
∞∑

l=0

f ∗Ψl ∗Ψl ∗ (YĨΨ)j(x),

where (YĨΨ)j := D2j (YĨΨ).
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Let ε ∈ (0, 1) and letM ∈ N be such thatM − ε− |α| > 0. Since both Ψ and YĨΨ

have vanishing moments of arbitrary order, it follows from Lemma 3.1 that for any

M ∈ N and any ε ∈ (0, 1) there exists a constant C (depending on Ψ, M , I and ε)

such that for all j, l ∈ N,

|Ψl ∗ (YĨΦ)j(x)| 6 C2−|j−l|(M−ε) 2−(j∧l)M

(2−(j∧l) + |x|)Q+M
.

This along with (2.7) implies that ‖Ψl ∗ (YĨΨ)j‖L1(G) . 2−|j−l|(M−ε). Therefore,

sup
j∈N∪{0}

x∈G

2j(α−|I|)|Ψ̂j(L )(XIf)|

= sup
j∈N∪{0}

x∈G

2jα
∣∣∣∣
∞∑

l=0

f ∗Ψl ∗Ψl ∗ (YĨΨ)j(x)

∣∣∣∣

6 sup
j∈N∪{0}

x∈G

2jα
∞∑

l=0

‖f ∗Ψl‖L∞(G)‖Ψl ∗ (YĨΨ)j‖L1(G)

6 sup
l∈N∪{0}

2lα‖f ∗Ψl‖L∞(G) sup
j∈N∪{0}

∞∑

l=0

2(j−l)α‖Ψl ∗ (YĨΨ)j‖L1(G)

. sup
l∈N∪{0}

2lα‖f ∗Ψl‖L∞(G) sup
j∈N∪{0}

∞∑

l=0

2−|j−l|(M−ε−|α|)

. sup
l∈N∪{0}

2lα‖f ∗Ψl‖L∞(G) = sup
l∈N∪{0}

2lα‖Ψ̂l(L )f‖L∞(G).

The proof is thus complete. �

Lemma 4.7. Let Ψ̂0 and Ψ̂ be as in Theorem 1.1. For j = 1, 2, . . ., we set

Ψ̂j(λ) := Ψ̂(2−2jλ), λ ∈ R
+.

Then for any α ∈ R and l ∈ N,

(4.14) sup
j∈N∪{0}

2jα‖Ψ̂j(L )f‖L∞(G)

∼
∑

I∈I(n),|I|6l

sup
j∈N∪{0}

2j(α−l)‖Ψ̂j(L )(XIf)‖L∞(G), f ∈ S ′(G).

P r o o f. The inequality

∑

I∈I(n),|I|6l

sup
j∈N∪{0}

2j(α−k)‖Ψ̂j(L )(XIf)‖L∞(G) . sup
j∈N∪{0}

2jα‖Ψ̂j(L )f‖L∞(G)
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follows immediately from Lemma 4.6. To see the converse inequality, note that by

Lemma 4.5 and Lemma 4.6

sup
j∈N∪{0}

2jα‖Ψ̂j(L )f‖L∞(G)

= sup
j∈N∪{0}

2jα‖Ψ̂j(L )(id + L )−1/2(id + L )1/2f‖L∞(G)

. sup
j∈N∪{0}

2j(α−1)‖Ψ̂j(L )(id + L )1/2f‖L∞(G)

= sup
j∈N∪{0}

x∈G

2j(α−1)|Ψ̂j(L )(id + L )−1/2(id + L )f(x)|

. sup
j∈N∪{0}

x∈G

2j(α−1)|Ψ̂j(L )(id + L )−1/2f(x)|

+

n1∑

k=1

sup
j∈N∪{0}

x∈G

2j(α−1)|Ψ̂j(L )(id + L )−1/2Xk(Xkf)(x)|

. sup
j∈N∪{0}

x∈G

2j(α−2)|Ψ̂j(L )f(x)|+
n1∑

k=1

sup
j∈N∪{0}

x∈G

2j(α−1)|Ψ̂j(L )(Xkf)(x)|

6 sup
j∈N∪{0}

x∈G

2j(α−1)|Ψ̂j(L )f(x)|+
n1∑

k=1

sup
j∈N∪{0}

x∈G

2j(α−1)|Ψ̂j(L )(Xkf)(x)|.

By induction, we obtain the direction “.” in (4.14). Hence the proof of the lemma

is completed. �

Lemma 4.8 ([3], Proposition 5.8). Suppose 0 < β < 1 and f is a bounded

continuous function. Then f ∈ C1(G) if and only if there is a constant B > 0 such

that for every τ > 0 there exist fτ ∈ C1+β(G), f τ ∈ C1−β(G) with ‖fτ‖C1+β(G) 6 Bτ ,

‖f τ‖C1−β(G) 6 Bτ−1, and f = fτ+f
τ . In this case, the smallest suchB is comparable

to ‖f‖C1(G).

Lemma 4.9. Let Ψ̂0 and Ψ̂ be as in Theorem 1.1. For j = 1, 2, . . ., we set

(4.15) Ψ̂j(λ) := Ψ̂(2−2jλ), λ ∈ R
+.

Suppose 0 < β < 1 and f ∈ S ′(G). Then

sup
j∈N∪{0}

2j‖Ψ̂j(L )f‖L∞(G) <∞
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if and only if there is a constant B > 0 such that for every τ > 0 there exist

fτ , f
τ ∈ S ′(G) with

sup
j∈N∪{0}

2j(1+β)‖Ψ̂j(L )fτ‖L∞(G) 6 Bτ,

sup
j∈N∪{0}

2j(1−β)‖Ψ̂j(L )f τ‖L∞(G) 6 Bτ−1,

and f = fτ + f τ. In this case, the smallest such B is comparable to

sup
j∈N∪{0}

2j‖Ψ̂j(L )f‖L∞(G).

P r o o f. Let Ψ0 and Ψ denote the convolution kernel associated to Ψ̂0(L )

and Ψ̂(L ), respectively. For j = 1, 2, . . . we set Ψj := D2jΨ. Then for j ∈ N ∪ {0},
Ψj coincides with the convolution kernel associated to Ψ̂j(L ).

We first prove the “if” part of the lemma. Suppose we can find B, fτ , f τ as above.

Then, putting τj := 2jβ , j = 0, 1, 2, . . . we have f = fτj + f τj , and

sup
j∈N∪{0}

2j‖Ψ̂(L )f‖L∞(G) 6 sup
j∈N∪{0}

2−jβ2j(1+β)‖Ψ̂j(L )fτj‖L∞(G)

+ sup
j∈N∪{0}

2jβ2j(1−β)‖Ψ̂j(L )f τj‖L∞(G)

6 sup
j∈N∪{0}

B2−jβτj + sup
j∈N∪{0}

B2jβτ−1
j = 2B.

To prove the “only if” part, note first that it suffices to consider τ > 1, since

for τ < 1 we can simply take B = sup
j∈N∪{0}

2j‖Ψ̂j(L )f‖L∞(G), fτ = 0 and fτ = f .

Given f ∈ S ′(G) with sup
j∈N∪{0}

2j‖Ψ̂j(L )f‖L∞(G) < ∞, and τ > 1, we set fτ =

k∑
l=0

Ψ̂l(L )Ψ̂l(L )f and f τ =
∞∑

l=k+1

Ψ̂l(L )Ψ̂l(L )f , where k is the unique positive

integer such that

(4.16) 2k−1 6 τ1/β < 2k.

Then, it follows from (1.3), (4.15) and Lemma 3.4 that f = fτ+f
τ . Since Ψ̂ vanishes

identically near the origin, by Lemma 3.3 Ψ has vanishing moments of arbitrary

order. Hence it follows from Lemma 3.1 and (2.7) that there exists a constant CΨ

such that for all j, l ∈ N ∪ {0}

(4.17) ‖Ψj ∗Ψl‖L1(G) 6 CΨ2
−2|j−l|.
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Now let us set

B := 2β sup
l∈N∪{0}

2l‖Ψ̂l(L )f‖L∞(G) sup
j∈N∪{0}

∞∑

l=0

2−|j−l|[2−(1−β)].

Obviously, B is a finite positive number. By (4.16) and (4.17) we have

sup
j∈N∪{0}

2j(1+β)‖Ψ̂j(L )fτ‖L∞(G)

= sup
j∈N∪{0}

2j(1+β)

∥∥∥∥
k∑

l=0

Ψ̂j(L )Ψ̂l(L )Ψ̂l(L )f

∥∥∥∥
L∞(G)

6 sup
j∈N∪{0}

2j(1+β)
k∑

l=0

‖Ψ̂l(L )f‖L∞(G)‖Ψl ∗Ψj‖L1(G)

6 sup
l∈N∪{0}

2l‖Ψ̂l(L )f‖L∞(G) sup
j∈N∪{0}

2j(1+β)
k∑

l=0

2−l‖Ψl ∗Ψj‖L1(G)

6 sup
l∈N∪{0}

2l‖Ψ̂l(L )f‖L∞(G) sup
j∈N∪{0}

2j(1+β)
k∑

l=0

2−l2−2|j−l|

6 sup
l∈N∪{0}

2l‖Ψ̂l(L )f‖L∞(G)2
kβ sup

j∈N∪{0}

k∑

l=0

2−|j−l|[2−(1+β)]

6 Bτ.

Similarly,

sup
j∈N∪{0}

2j(1−β)‖Ψ̂j(L )f τ‖L∞(G)

= sup
j∈N∪{0}

2j(1−β)

∥∥∥∥
∞∑

l=k+1

Ψ̂j(L )Ψ̂l(L )Ψ̂l(L )f

∥∥∥∥
L∞(G)

6 sup
j∈N∪{0}

2j(1−β)
∞∑

l=k+1

‖Ψ̂l(L )f‖L∞(G)‖Ψl ∗Ψj‖L1(G)

6 sup
l∈N∪{0}

2l‖Ψ̂l(L )f‖L∞(G) sup
j∈N∪{0}

2j(1−β)
∞∑

l=k+1

2−l‖Ψl ∗Ψj‖L1(G)

6 sup
l∈N∪{0}

2l‖Ψ̂l(L )f‖L∞(G) sup
j∈N∪{0}

2j(1−β)
∞∑

l=k+1

2−l2−2|j−l|

6 sup
l∈N∪{0}

2l‖Ψ̂l(L )f‖L∞(G)2
−(k+1)β sup

j∈N∪{0}

∞∑

l=k+1

2−|j−l|[2−(1−β)]

6 Bτ−1.

The proof of the lemma is completed. �
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Now we are ready to give the proof of the main theorem.

P r o o f of Theorem 1.1. Let Ψ0 and Ψ denote the convolution kernel associated

to Ψ̂0(L ) and Ψ̂(L ), respectively. For j = 1, 2, . . . we set Ψj := D2jΨ. Then for

j ∈ N ∪ {0}, Ψj coincides with the convolution kernel associated to Ψ̂j(L ).

Case I : 0 < σ < 1. For any f ∈ Cσ(G) we have

(4.18) ‖Ψ̂0(L )f‖L∞ = ‖f ∗Ψ0‖L∞ 6 ‖Ψ0‖L1(G)‖f‖L∞(G) . ‖f‖Cσ(G).

For j = 1, 2, . . ., by the vanishing moment condition on Ψ, we have

(4.19) 2jσ‖Ψ̂j(L )f‖L∞ = 2jσ sup
x∈G

|f ∗Ψj(x)|

6 2jσ sup
x∈G

∫

G

|f(xy−1)− f(x)||Ψj(y)| dy

6 ‖f‖Cσ(G)

∫

G

|2jy|σ|Ψj(y)| dy

= ‖f‖Cσ(G)

∫

G

|y|σ|Ψ(y)| dy . ‖f‖Cσ(G).

Combining (4.18) and (4.19) gives (1.5).

To see the converse statement, we need first to show that every distribution

f ∈ S ′(G) that satisfies sup
j∈N∪{0}

2jσ‖Ψ̂j(L )f‖L∞(G) < ∞ coincides with a bounded

continuous function on G. Indeed, by (1.3), (1.4) and Lemma 3.4, for any f ∈ S ′(G)

we have

(4.20) f =

∞∑

j=0

Ψ̂j(L )Ψ̂j(L )f =

∞∑

j=0

f ∗Ψj ∗Ψj

with convergence in S ′(G). Hence, if sup
j∈N∪{0}

2jσ‖Ψ̂j(L )f‖L∞(G) <∞, then for any

N1, N2 ∈ N ∪ {0} with N1 < N2 we have

(4.21)
N2∑

j=N1

|f ∗Ψj ∗Ψj(x)| 6
N2∑

j=N1

∫

G

|f ∗Ψj(y)||Ψj(y
−1x)| dy

6 sup
j∈N∪{0}

2jσ‖Ψ̂j(L )f‖L∞(G)

N2∑

j=N1

2−jσ

∫

G

|Ψj(y)| dy

. sup
j∈N∪{0}

2jσ‖Ψ̂j(L )f‖L∞(G)

N2∑

j=N1

2−jσ → 0 as N1, N2 → ∞,
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which shows that the partial sum of the series
∞∑
j=0

f ∗Ψj ∗Ψj(x) is uniformly Cauchy

in the variable x ∈ G. Thus the series converges uniformly to f(x). Since every

f ∗Ψj ∗Ψj is continuous on G, the sum function f is also continuous on G. Moreover,

it follows from (4.21) that

‖f‖L∞(G) . sup
j∈N∪{0}

2jσ‖Ψ̂j(L )f‖L∞(G).

To establish (1.6) it remains to show that for all x ∈ G and y ∈ G \ {0} we have

(4.22) |f(xy)− f(x)| . |y|σ sup
j∈N∪{0}

2jσ‖Ψ̂j(L )f‖L∞(G).

To this end, by (4.20) with convergence uniformly on G we have

|f(xy)− f(x)| 6
∞∑

j=0

∫

G

|f ∗Ψj(z)||Ψj(z
−1xy)−Ψj(z

−1x)| dz

6 sup
j∈N∪{0}

2jσ‖Ψ̂j(L )f‖L∞(G)

∞∑

j=0

2−jσ

∫

G

|Ψj(zy)−Ψj(z)| dz.

Hence, if |y| > 1, we deduce easily from the above estimate that

|f(xy)− f(x)| 6 sup
j∈N∪{0}

2jσ‖Ψ̂j(L )f‖L∞(G)

∞∑

j=0

2−jσ

∫

G

|Ψj(zy)|+ |Ψj(z)| dz

. sup
j∈N∪{0}

2jσ‖Ψ̂j(L )f‖L∞(G) 6 |y|σ sup
j∈N∪{0}

2jσ‖Ψ̂j(L )f‖L∞(G).

Now suppose |y| < 1. Let l be the unique nonnegative integer such that 2−l−1 6

|y| < 2−l. If j 6 l, then |y| . 2−j, and hence by Proposition 2.1 and (1.1) we have

|Ψj(zy)−Ψj(z)| . sup
|w|6b|y|
16k6n1

|y||(XkΨj)(zw)|

= 2j(Q+1) sup
16k6n1

|w|6b|y|

|y||(XkΨ)(2j(zw))|

. 2j(Q+1) sup
|w|6b|y|

|y||(1 + 2j |zw|)−N

∼ 2j(Q+1)|y|(1 + 2j|z|)−N ∼ 2j(Q+1)2−l(1 + 2j|z|)−N .
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Hence, putting A := sup
j∈N∪{0}

2jσ‖Ψ̂j(L )f‖L∞(G), we have

|f(xy)− f(x)|

6

∞∑

j=0

∫

G

|f ∗Ψj(z)||Ψj(zy)−Ψj(z)|dz

6 A
∞∑

j=0

2−jσ

∫

G

|Ψj(zy)−Ψj(z)| dz

6 A

( l∑

j=0

2−jσ

∫

G

|Ψj(zy)−Ψj(z)| dz +
∞∑

j=l+1

2−jσ

∫

G

|Ψj(zy)|+ |Ψj(z)| dy
)

. A

( l∑

j=0

2−jσ

∫

G

2j(Q+1)2−l|(1 + 2j |z|)−N dz +

∞∑

j=l+1

2−jσ

)

= A

(
2−l

l∑

j=0

2j(1−σ)

∫

G

(1 + |z|)−N dz +

∞∑

j=l+1

2−jσ

)

∼ A(2−l2l(1−σ) + 2−lσ) ∼ A2−lσ ∼ A|y|σ.

Therefore, for all x ∈ G and y ∈ G \ {0}, (4.22) is valid. Thus the assertion of the
theorem is true in the case 0 < σ < 1.

Case II : σ = k+ σ′ where k = 1, 2, . . . and 0 < σ′ < 1. Suppose f ∈ S ′(G) is such

that sup
j∈N∪{0}

2jσ‖Ψ̂j(L )f‖L∞(G) < ∞. Then it follows from Lemma 4.6 that for all

I ∈ I(n1) with |I| 6 k

sup
j∈N∪{0}

2jσ
′‖Ψ̂j(L )(XIf)‖L∞(G) 6 sup

j∈N∪{0}
2j(σ−|I|)‖Ψ̂j(L )(XIf)‖L∞(G)

. sup
j∈N∪{0}

2jσ‖Ψ̂j(L )f‖L∞(G) <∞.

From this and the remarks in Case I we see that for every I ∈ I(n1) with |I| 6 k,

XIf coincides with a bounded continuous function on G. Moreover, for such I we

have

‖XIf‖Cσ′(G) . sup
j∈N∪{0}

2jσ
′‖Ψ̂j(L )(XIf)‖L∞(G) . sup

j∈N∪{0}
2jσ‖Ψ̂j(L )f‖L∞(G).

Hence

‖f‖Cσ(G) =
∑

I∈I(n1),|I|6k

‖XIf‖Cσ′(G) . sup
j∈N∪{0}

2jσ‖Ψ̂j(L )f‖L∞(G).
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Now we prove the converse. Suppose f ∈ Cσ(G). For every I ∈ I(n1) with |I| 6 k,

by what we proved in Case I, we have

sup
j∈N∪{0}

2jσ
′‖Ψ̂j(L )(XIf)‖L∞(G) . ‖XIf‖Cσ′(G).

From this and Lemma 4.7 it follows that

sup
j∈N∪{0}

2jσ‖Ψ̂j(L )f‖L∞(G) ∼
∑

I∈I(n),|I|6k

sup
j∈N∪{0}

2jσ
′‖Ψ̂j(L )(XIf)‖L∞(G)

.
∑

I∈I(n),|I|6k

‖XIf‖Cσ′(G) = ‖f‖Cσ(G).

Thus the assertion of the theorem is true in the case σ ∈ (0,∞) \ N.
Case III : σ = 1, 2, . . .. In view of (1.2) and (4.14), it suffice to consider the case

σ = 1. However, by Lemma 4.8 and Lemma 4.9, we can reduce the case σ = 1 to

the cases σ ∈ (0, 1) and σ ∈ (1, 2). Hence, by the discussions in Case I and Case II,

we are done.

Therefore, the proof of Theorem 1.1 is completed. �
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