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CHAPTER I 
INTRODUCTION 

The inspiration for this mini-course comes from similar lectures given by Beno Eck-
mann during one of his visits to western Canada, and the author's subsequent attempts 
to understand this fascinating subject. In 2000 a substantial paper of Eckmann's ap­
peared in the Israel J. Math [4], based on the notes (by Guido Mislin) from a mini-
course he gave in 1997 at the Mathematical Research Institute, ETH Zurich. The 
present notes are completely based on these notes of Eckmann, with very little, if any, 
claim to originality. An introductory chapter (Chapter II) on basic Hilbert space the­
ory has been added, since the subsequent material is completely based on this. Most 
but not all of the Eckmann paper is covered, however it is the author's hope that 
the present mini-course will give a fairly thorough introduction to the basics of the 
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subject, so that anyone attending the mini-course should have no great difficulty in 
reading the remainder of [4] or other literature involving £2-homology. 

The subject originated with Ativan's ideas (cf. [1]), in 1976, of applying Hilbert 
space technique to algebraic topology to obtain refined (£2) invariants of (generally 
infinite) cell complexes. It has been used by many authors since then and become 
an increasingly important tool, notably the ideas of ^-homology (^-cohomology) and 
the associated £2-Betti numbers ft. 

We shall now attempt to give some intuitive feeling for the subject and its application 
by means of three examples. 

1.1.1 Example. A nice place to start any topological discussion is Euler's famous 
formula V — E + F = 2. In more modern language, for S2 the 2-sphere, one says 
x(S2) = 2 = a0 — a\ + a2, where x ls the Euler characteristic and c^ the number of 
i-cells. One also has the homology groups H0(S

2) w Z, H2(S
2) ~ Z, and otherwise 

Hi(S2) = 0. The rank of the finitely generated abelian group Hi is called the i-
th Betti number bi of the space. It can also be defined by taking homology with 
coefficients in Q or R, and taking the dimension of the resulting vector space. Thus 
b0(S

2) = dimRH0(S2;R) = 1, b2(S
2) = dimRH2(S2;R) = 1, and k(S2) = 0 otherwise. 

This illustrates a well known theorem of algebraic topology, 

i>0 i>0 

for X a finite CW-complex. In the present case x($2) =2 = b0 — bi + b2 = l — 0 + 1. 
For S1, x(Sx) = 0, b0(S

l) = b^S1) = 1 and b^S1) = 0 otherwise. So here the 
theorem takes the form xi^1) = 0 = b0-bi = l - l . 

1.1.2 Example. Now consider the familiar covering projection p : R -» S1, p(t) = 
exp(2nit). Here S1 is the unit circle in C, with base point 1, and R has base point 0. Let 
S1 = e° U e1, a cellular decomposition with one 0-cell e° = {1} and one 1-cell e1. The 
corresponding cells of R can be written ê  = {j} c R, j G Z, and e] = (j,j + 1) C R. 
The fundamental group ^(S 1 ,1) = Z acts freely on R by translations, this action is 
cellular (permutes the cells) and free (only the identity 0 G Z fixes any cell). This is 
an example of a regular covering, i.e. p*7Ti(R, 0) = 7r*{e} = {e}, the trivial group, is 
a normal subgroup of ^(S 1 ,1 ) . It is also an example of a cocompact group action by 
G = Z on Y = R, namely X = Y/G = S1 is compact. 

Now trying to define a0, a i , . . . here would be futile, since a0(Y), a\(Y) are infinite. 
To define (real) homology of Y one starts with the chains ^ ( F ; R ) , the real vector 
space with basis the z-cells of Y. Thus an element of, say K\{Y\ R) is a sum ^2jeZ Tjej, 
with rj G R, almost all Tj equal 0. We could consider a more "global" chain by allowing 
infinite sums, i.e. remove the condition almost all rj = 0. But this will create other 
problems, e.g. the formula for the boundary map may well have divergent sums. This 
can be overcome by considering the £2-chains, where we impose the condition of square 
summability Yljezr] < °°-

A chain complex of Hilbert spaces is thus obtained, with extra structure as G-
modules arising from the action of G. The resulting homology groups, modulo a few 
technical details, are the ^-homology groups. They are generally (countably) infinite 
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dimensional Hilbert spaces, but they have another equivariant type dimension, called 
the von Neumann dimension fa. It turns out that Pi is a non-negative real number, 
which we call the i-th £2-Betti number, and the Euler characteristic can be computed 
in terms of these. In the present example it turns out that fa(Sl) := /?j(R, Z) = 0, 
i > 0, so one obtains the (not very exciting) formula 

tfS1) = 0 = £ ( - ! ) ' . 0. 
i>0 

Of course, more interesting applications will appear later. 

1.1.3 Example. In this example we illustrate an application to algebra. Let G be a 
finitely presented group (finitely many generators and finitely many relations). In gen­
eral many different presentations are possible, the deficiency of any given presentation 
P is the number of generators gp less the number of relations rp, i.e. gp — rp. Since 
rp can be increased at will without changing G, say by simply repeating the same re­
lation, gp — rp has no lower bound. However, by considering the abelianization Ga& of 
G it is easily seen (cf. 7.2.1) that gp-rp < rank(Ga&) := bi(G), the first Betti number 
of G (or equivalently of the Eilenberg-MacLane space K(G, 1)). Thus the deficiency 
of any presentation P has an upper bound, and we define def (G) := max{gp — rp : 
P is finite presentation of G}. From the above, def (G) < b\(G). The difficult part 
of finding def (G) will generally be finding as sharp an upper bound as possible, one 
can then hope to find a presentation P achieving this bound. Thus, theorems of the 
following type can be quite useful. 

Theorem. def(G) < \ + fa(G) (cf. § 7.2). 

For example, for the free group Fn on n letters, we shall show def (Fn) = n. Similarly, 
for the fundamental group ag of an orientable surface of genus g, we shall show 
def (ag) = 2g — 1. For Fn this can be proved using the usual Betti numbers or the £2-
Betti numbers, however for ag the usual Betti numbers do not suffice whereas ^-Betti 
numbers do give the required upper bound. 

Remark. In Example 1.1.2, although the number of cells an, OL\ for Y = R are 
infinite, one could argue that homologically R is quite simple, with 60 = 1 and bj = 0, 
j > 0. However, these (ordinary) Betti numbers are unrelated to the G action, and 
in slightly more complicated examples, the ordinary Betti numbers of Y, just like the 
a*, can also be infinite. 

Notation. Here are some frequently used notations in these notes. 
C proper subset 

C subset 

e the neutral (identity) element of a group G 

X^ the n-skeleton of a GVV-complex 

EB orthogonal internal direct sum decomposition 
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CHAPTER II 

HILBERT SPACE, A BRIEF REVIEW 

This chapter gives a quick review of basic material on Hilbert space. It contains 
quite standard material (cf. [6], [11]), apart perhaps from Lemma 2.3.10, and can be 
safely omitted by analysts or anyone who has had a course on Hilbert space in the not 
too distant past. 

2.1 INTRODUCTION TO HlLBERT SPACE 

2.1.1 Definition. An R-vector space M together with a map ( , ) : M x M —> R is 
an R-inner product space if ( , ) is bilinear, symmetric, and strictly positive. 

We shall only need R-vector spaces in these notes. The corresponding definition for 
C-vector spaces, incorporating conjugation is standard. 

2.1.2 Definition. For x G M, \\x\\ = (x,x)1'2 is the associated norm. 

2.1.3 Definition. For x,y G M, x J_ y if and only if (x, y) = 0. We say x,y are 
orthogonal. 

2.1.4 Proposition. The following are equivalent: 
(a) x = 0, 
(b) (x,y) = 0 for ally eM, 
(c) x JL y for all y G M, 
(d)||x|| = 0. 

2.1.5 Polarization identity, (x, y) = |(||x + y\\2 - \\x - y\\2). 

2.1.6 Parallelogram law. \\x + y\\2 + \\x - y\\2 = 2\\x\\2 + 2\\y\\2. 

2.1.7 Corollary (Pythagorean Theorem). For x,y G M, 

x±y iff | |x±y||2=:||a;| |2 + ||t/||2. 

Proof. Since x± y, 2.L5 shows that ||x + j / | | = \\x - y\\, then use 2.1.6. • 

2.1.8 Schwarz inequality. For x,y G M, \(x,y)\ < \\x\\ • ||y||. 
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Proof. For any s, t € R, one has 

0 < \\sx + ty\\2= [s t]-A-

where 

A = Ml2 (x,y) 
<y,*> llž/ll2 

(callcd the Gram matrix of x,y) is symmetric, positive semi-definite. So A has reál 
eigenvalues Ai, A2 > 0, whence detA = Ai • A2 > 0. Since detA = ||#||2||y||2 — (#,y)2, 
this gives the Schwarz inequality. • 

Notě that the samé proof shows that the Gram matrix A = [(#;, Xj)] of any n vectors 
.xi,.. . , xn is symmetric positive semi-definite. 

Using the Schwarz inequality (in 2.1.9 (c) below) we see that ||x|| satisfies the axioms 
for a norm. 

2.1.9 Proposition. The axioms for a norm hold for ||x||, námely 
(a) H > 0 , \\x\\=0iffx = 0, 
(b) ||ra:|| = \r\ • ||x||, r € R, 
(c) Triangle inequality: \\x + y\\ < \\x\\ + \\y\\. 

Proof of (c). ||z+y||2 = ||x||2+2(ír1y> + ||y||2 < ||x||2+2||x||-||y|| + ||»||2 = ( H + IMI)2-
D 

2.1.10 Corollary. Setting d(xyy) = \\x — y\\, (M,ď) is a metric space. Furthermore, 
\\x\\ = d(.x,0) is continuous, and thus by 2.1.5, (x,y) also is continuous in x and in y. 
2.1.11 Definition. 
(a) A Banach space is a normed vector space which is complete as a metric space. 
(b) A Hilbert space is an inner product vector space which is complete as a metric 
space. 
2.1.12 Remark. Not every norm comes from an inner product. In fact, it can be 
shown that a norm comes from an inner product iff the parallelogram law 2.1.6 is 
satisfied. For example, on R2, defming the norm of a vector v = (#, y) by ||v|| 
= \x\ + \y\ will give a norm for which the parallelogram law fails. 
2.1.13 Examples of Hilbert spaces. 
(a)R«, <*,»} = E I U Z Í W . 
(b) t2 = Č2(N) = {(xux2,...) : Xi E R Í I C S I ^ Í < °°}> a n d (x>y) = YSXÍVÍ w h i c h i s 

absolutely convergent since, by the Schwarz inequality, 
n n i ?i i oo i oo i 

t=l 2=1 í'=l l=\ 1=1 

hence 

2 M ť l < IMHMI <°° 
i=l 
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(c) The product of two (or more generally any finite number) Hilbert spaces M x 1V 
with 

<(.rl5yi),(x2,y2)) = (zi,x2) + <l/i,j/2>, 

or equivalently 

ll(*,y)ll2 = N 2 + l|y|l2-
(d) The collection of holomorphic (complex) functions f(z) on the interior of the unit 
disc, with 1/(2)|2 integrable with respect to planar Lebesgue measure, an important 
example of a complex Hilbert space. 

2.1.14 Remarks. 
(a) M°° = {(#1, X2,..., 0,0,...) : almost all x* equal 0} is a dense linear subspace 
of*2. 
(b) The completeness of £2 is the Riesz-Fischer theorem, a proof is given in Chapter II 
Appendix A. 
(c) Everything done in this chapter will also work in complex Hilbert spaces, with 
minor modifications due to the conjugation in C, e.g. the polarization identity is 

(x, y) = -(| |x + y\\2 - \\x - y||2 + i\\x + iy\\2 - i\\x - iyf). 

2.2 ORTHOGONALITY 

2.2.1 Definition. A subset of a Hilbert space M that is closed under addition and 
scalar multiplication is called a linear subspace. If it is also closed topologically then it 
is called a Hilbert subspace, which we often write (at least in this chapter) H-subspace. 
In the latter case the H-subspace is obviously itself a Hilbert space with the same norm 
as M. 

2.2.2 Theorem. Let Y be an H-subspace of M, x G M, and 

<y = inf{||s/-x|| :yeY}. 

Then there exists a unique y0 G Y such that 6 = d(x,yo), and (x - yo) J- Y. 

Proof. Uniqueness is clear since if yi is another such element then 

(x - yi) 1 Y =--> yi - y0 = (x - y0) - (x - yx) _L Y. 

But (Hi — y0) ^ Yy hence yi — yo = 0. For existence of yo, let {yn} C M with 
\\Vn — x\\ ~^ d> From the Parallelogram law, 

2 . OIL, ~l|2 _ |L. , „. o^l l2 , IL, n. ||2 2||yn - x\\2 + 2\\ym - x\\2 = \\ym + yn- 2x\\2 + \\yn - y, m\ 

Since ^f^ e M 

|2/m + yll-2a:||2 = 4 | | ^ ^ - x | | 2 > 4 ^ 2 __ л II УrУiJ-Уn ,,2 ^ , г2 

thus 

\\yn ~ ym\\2 < 2\\yn - xf + 2\\ym - x\\2 - A62. 
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As ra, n —> oo the right hand side approaches 252 + 2d2 — Ad2 = 0 which implies that 
{yn} is Cauchy. Since Y is an H-subspace, yn —• y0 G M. By continuity (2.1.10), 

Hl/o-sll = lim ||j/n-a:|| = S. 
n—+oo 

Finally, let t G R, y G V, and put z = yo — x. Then 

ll* + t<y,*)y|| = IK2/0 + %,*)y) - * | | > * = IMI 

implies that 

0<2t(y,z)2 + t2(y,z)2\\y\\2 

for all t G R . Taking t sufficiently small negative implies that (y, z) = 0. D 

2.2.3 Corollary. Let X CY C M be a proper inclusion of H-subspaces. Then there 
exists y G Y, y 7-- 0. with y JL X. This is true even ifY is just a linear subspace. 

2.2.4 Definition. For any subset A c M, A1 = {x : x J_ A}. 
Note that A 1 is always an i/-subspace since ( , ) is continuous by 2.1.10 and since 

A1 is clearly a linear subspace. 
2.2.5 Theorem. Let X C M be any H-subspace, then 

M = X EB X1 (internal orthogonal direct sum). 

Proof. Suppose x G M. By 2.2.2 there exists a unique y0 e X such that x — y0 € -̂ r~L-
Then x = y0 + (x — y0) implies that M = X + X1. Clearly, 

XDX1 = {0}1 

so this is an internal orthogonal direct sum. D 

Of course, this is only interesting when X C M. 

2.2.6 Definition. With the notation of 2.2.5, define the orthogonal projection nx : 
M -» X by nx(x) = y0. 

2.2.7 Proposition. 
(a) 7Tx is linear, 
(b) 7TX|x = idx, 
(c) 7Tx is idempotent, i.e., nx O -KX = T^X-

2.2.8 Proposition. For any subset A C M. A1 = (A)1. 

Proof. A C A -=>» (A)1 C A1, and the reverse implication is immediate from the 
continuity of ( , ). D 

2.3 BOUNDED LINEAR OPERATORS 

2.3.1 Definition. A linear transformation / : M —> IV of Hilbert spaces is called a 
bounded operator if there exists K > 0 such that ||/(.c)|| < /c||x|| for all x G M. In this 
case, the infimum of all such K is defined to be ||/||. 

2.3.2 Definition. For any linear transformation / : M —• IV, 

Ker/ = {x G M : f(x) = 0} C M 
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and 

Im / = {y G N : y = g(x) for some x G M} C 1V. 

2.3.3 Proposition. Let f : M —> 1V be a bounded operator. Then 
(a) / is continuous, 
(b) the bounded linear operators and Hilbert spaces form a category 9), 
(c) Ker/ is an H -subspace, 
(d) Im / is a linear subspace. 

Proof, (a): \\f(y) - f(x)\\ = \\f(y - x)\\ < n • \\y - x\\, where K = | |/| |, clearly implies 
continuity. 
(b): ||idM|| = 1, \\g o f\\ < \\g\\ • | |/ | | suffices to show that idM is bounded and the 
composition of two bounded operators is again bounded, i.e. f) is a category. 
(c) and (d): Trivial. • 

The fact that Im/ is not in general closed (cf. Example 2.3.8 (a) below) will be of 
great importance in the later development of the theory. 

2.3.4 Definition. If / : M —• M is a bounded operator, then it is called a bounded 
linear functional (on M). The collection of all such / is written as M*, the dual space 
of M. 

2.3.5 Riesz representation theorem. If f G M*, then there exists a unique y G M 
such that f(x) = (x,y) for all x G M. 

Proof. If Ker/ = M then / = 0 and y = 0 works, so assume that Ker/ C M. Since 
it is an H-subspaee, by Corollary 2.2.3, there exists Hi G (Ker/) 1 , y\ ^ 0, say without 
loss of generality, ||yi|| = 1. Let f(y\) = a ^ 0 (since y\ $ Ker/) and set y = ay\. 
Then ||H|| = \a\ > 0 and f(y) = a/(Hi) = a2 > 0. For any x G M, 

/ ( x - ^ . » ) = / ( x , - M . ^ = 0 , 

hence x - ^-y G Ker/ _L y and 

<x>y>-=((x--ÿ-y + -Ş-y)1y)--0 + -ÿ<ył»>--/(ï). D 

2.3.6 Definition. Let 0 : Mi —• M2 be a bounded operator and set /(x) = (0x,y), 
where y £ M2. It is easy to see that / is a bounded linear functional, so by the 
Riesz Representation Theorem 2.3.5, f(x) = (x,(f)*y) for a unique <fi*y G Afi. Clearly, 
(ft* : M2 —> Mi is linear and (f>* is called the adjoint of 0. 

2.3.7 Proposition. 
(a) (p* is a bounded operator, with \\<f)*\\ = ||0||, 
( b ) <(>** = cf>, 
(c) (a0 + 60)* = a0* + 6^*, 
(d) if <f) is invertible then (<t>~1)* — (0*)""1, 

(e) Ker0* = (Im0)x (which also is equal to Imcf) by 2.2.8). 

2.3.8 Examples. 
(a) Let / : t2 -> £2, / (xi ,x 2 , . . . ) - ( f , ? , f , . . . ) , then ||/|| = 1, and M°° C 
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Im/ => I m / is dense. But (1, | , | , . . . ) ^ Im/ , so I m / is not an H-subspace. Here, 
K e r / = {0}. 
(b) TTX - M -» X \s & bounded operator with ||7Tx|| = 1 (assuming X ^ {0}), 
lm7rx = X) Kernx = X1. 
(c) Among all linear transformations / : £2 —> ^2, a cardinality argument can be used 
to show that "most" are unbounded. But exhibiting a specific unbounded operator 
seems difficult. 

2.3.9 Lemma. Let X be a linear subspace of M. Then X is dense iff X1 = {0} 
(=(X)1 from 2.2.8). 

Proof. => Let x G X1 with ||x|| = 1, supposing X1 ^ {0}. Since X is dense, there 
exists y e X with ||y - x\\ < | . But then x 1 y =» ||y - x||2 = \\y\\2 + \\x\\2 > 1, a 
contradiction. 
<= Since M = X ffl (X) 1 by 2.2.5, and (K ) 1 = {0}, we have M = X, i.e. X is dense. 

• 
The next lemma is not generally included in the basics of Hilbert space, but it will 

be needed in Chapter III. 

2.3.10 Lemma. If f : M\ >—• M2 is an infective bounded operator, then Im(/*/) is 
dense in M\. 

Proof. First note that Im (/*/) is a linear subspace of Mi. Let y G AIi, y JL Im (/*/). 
Then 0 = (f*fx,y) = (fxjy) for all x G M t. In particular, (f*fy,y) = 0 => 0 = 
(f{y)J(y)) = \\f{y)\\2 =» /(y) = 0 by 2.1.4 =* y = 0 as / is injective. By Lemma 
2.3.9, I m ( / 7 ) is dense, • 

2.3.11 Definition. 
(a) / : M —> M is self adjoint (symmetric) if / = /*. 
(b) / : M —> M is orthogonal if / is invertible and / _ 1 = /*. Orthogonality is easily 
seen to be equivalent to ||/x|| = ||a;|| for all x G Mi, i.e. / is norm preserving (and 
hence also inner product preserving, i.e. (fx,fy) = (x,y) for all x,y e M). 

At this stage in a course on Hilbert space, one would soon turn to the study of 
eigenvalues of a bounded operator / , the collection of eigenvalues being called the 
spectrum of / (a subset of C), and the spectral theorem for bounded operators that 
are self adjoint, or more generally that are normal (//* = / * / ) . This would take us 
too far afield, but we will need the following special case of the spectral theorem. A 
self adjoint operator / always has real eigenvalues and is called positive definite if 
(fx,x) > 0 for all x ^ 0, or equivalently all eigenvalues are positive real numbers; 
similarly positive semi-definite. The next theorem is essentially the same as that 
in [11], p.265. 

2.3.12 Theorem. Every positive (semi-)definite bounded operator A possesses a 
unique positive (semi-)definite square root, denoted A1/2. It can be represented as 
the limit (in the strong sense) of a sequence of polynomials in A, and hence commutes 
with any bounded transformation that commutes with A. 

2.3.13 Remark. We have omitted the discussion of a Hilbert basis for a Hilbert space 
M, as distinct from an algebraic basis. The idea is clear, e.g. e\ = (1,0,0,.. .),e2 = 
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(0,1,0,0, . . . ) , . . . form a Hilbert basis for £2 since their linear span is dense in (,2. 
Thus dim^2 = N0. In these notes we will only be concerned with separable Hilbert 
space M, i.e. dim M < H0. A bounded operator is determined by its values on a Hilbert 
basis, by continuity. 

APPENDIX A 

Proof of the Riesz-Fischer theorem. In any metric space, a convergent sequence 
is Cauchy, so it remains to prove that, conversely, any Cauchy sequence {xn}, xn = 
(xni, xn2,...) G i2, converges in l2. For any fixed i, 

\Xni -Emil -S \\Xn -^m|| 

implies that the sequence Xu,x2i,... is a Cauchy sequence in R. So it converges, say 
to Ui = lim xni G E. 

n—*oo 

Choose M so that m,n> M => \\xn — xm\\ < \. Then n > M implies that 

(1) ||x„|| = \\xM + (xn - xM)\\ < \\xM\\ + 2« 

Next write xn
) = (xni,... ,xn,),u^k) = (ui,... ,uk). Since lim xni = ui} i.e. lim |xn.— 

n—*oo n—>oo 

Ui\ = 0, one has lim \\xlP - u^k)\\ = 0. So there exists Nk with ||xn
fc) - u(/c)|| < \, 

n—>oo 

n > Nk. Then n> Nk implies that 

| |««| | = ||x(fc) + (u« - xifc))|| < ||xifc)|| + i < ||xn|| + \ 

that is 

(2) n>^^||tt(fc)||<||xn|| + i . 

Combining (1) and (2), for n > max{M, Nk}, we have 

||tt<fc>||<||xA,|| + l . 

Since M does not depend on k, this shows that \\u^k)\\ is bounded above, i.e. u G £2. 
Finally, choose L so that m,n> L => \\xn - xm\\ < f, for a given e > 0. Also, it is 

clearly possible to choose k large enough so that \\xL - x^W < f, \\u - u^k)\\ < f. We 
also have \\xn

k) - x{k)\\ < \\xn - xL\\ < f for all n > L, whence ||u<*> - x{k)\\ < f by 
taking the limit as n —* co. Combining, we have n> L implies that 

||tt - X..H < ||tt - n(fc)|| + ||U(fc) - xifc)|| + \\xf - xL\[+ \\xL - xn | | , 

i.e. 

n , , € € € € 

This shows xn —> u. D 
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CHAPTER III 

HILBERT G-MODULES AND VON NEUMANN DIMENSION 

In this chapter, most of the algebraic machinery needed for our study of ^-homology 
is introduced. The main extra ingredient is a group G that acts freely and isometrically 
on a Hilbert space. In the topological applications G will turn out to be a quotient 
group of the fundamental group 7Ti(K), where X is a finite GVV-complex. Such a 
group is always countable, and this will be assumed henceforth, although it is possible 
to define t2G even for G uncountable. 

3.1 DEFINITION OF t2G AND ITS MODULE STRUCTURE 

3.1.1 Definition. Let G be a countable group, then 

Є2G={f:G-Uж, У2 (/(x))2 < 00} , 
xeG 

For uncountable groups G one would simply use all functions / : G —> R with "count­
able support", but for our purposes countable groups suffice. To simplify notation, 
Y will denote YxeG u n ^ e s s otherwise noted, and we write / = Yf(x)x- Then 
(/>.?) = Y^f(x)d{x)i which is absolutely convergent just as in Example 2.1.13 (b), 
and the notation t2G is consistent with t2N as used in that example. 

3.1.2 Definition. The group algebra R[G] = RG C t2G consists of those functions 
with finite support, i.e. 

RG = {r : G -^ R, r(x) = 0 for almost all x e G} . 

This is clearly a dense linear subspace of t2G (if G is finite then RG = t2G) and just 
like the group ring 7LG it has a multiplication that turns it into the "group algebra", 

rs = ( ^ r ( x ) x j • \JT,s(y)y) = ^ r(x)s(y)xy, 
xeG yeG x,yeG 

all sums being finite (we will generally use letters r, s e RG). Letting xy = z, we can 
rewrite the above equation as a "convolution product" 

r 5 = !L (X/^-1)5^))* = ] L (J2rWs(x~lz})z' 
zeG yeG zeG xeG 

3.1.3 Observation. The algebra RG is associative, has unity 1 = 1 • e, and is 
commutative iff G is commutative. Alas, the multiplication in RG does not extend 
to t2G D RG in general, there are convergence problems as Example 3.1.4 below 
explicitly shows. However, there is no problem to multiply elements of t2G (on the 
left or on the right) by elements of RG (again, since elements of RG are finite sums). 
So the correct way to think of t2G is as an RG bimodule, and we write r • / (/ • r) 
for the product of an element of RG with one of t2G (or vice versa). For r G RG, we 
write Lr : t2G —• t2G for left multiplication by r, similarly for Rr. 
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3.1.4 Example. Take G = Z, and define f,g : G -* E by 

/(n) = ] -3/5 n ^ 1 ' 9(n) = f(-n). n J /D , n > 1 

Note E n>i n~6//5 is convergent, so / ,g G ^G. However f - g <£ i2G, indeed 

dx 5 u-g™ >£>&£&**£ ln+l3*'* (n+1)V5' 

showing that / • g is not square summable. 

3.1.5 Proposition. 
(a) For r, 5 G EG. r • s = rs (/e/t or right action), 
(b) G acts by isometries, i.e. for r = 1 • y, both Ly and Ry are isometrics of i2G, 
(c) For r, s G EG and f G i2G, r • (5 • / ) = (r • s) • / , (/ • 5) • r = / • (s • r). 

Proof, (a) This holds by definition. 
(b) Obvious since {f(y~lx) : x € G} = {/(a;) : £ G G}. 
(c) J/ * (z' Y /(z)z) = y - E / ( 2 : ~ 1 ^ ) x = ?/-Ep(:r)^> where g(x) := f(z~lx). Thus, we 
get 

y * v • E /(x)x)= E^-1^ = E f(z~ly~lx)x = E /((^)~lx)x' 
i.e. y - (z • Yf(x)x) = ( /̂z) * Yf(x)x holds for y,z e G, and extends by linearity to 
all r, 5 G EG. D 

3.1.6 Proposition. 27ie action O/EG On £2G (Ze/fc or right) is by bounded operators. 

Proof. Let r = J^r(y)y G EG, / G 4.G. Using 3.1.5 (b), we have \\y-f\\ = ||/||, thus 

ik • f\\ = 11E r^y - / H E Hr(^ • /11 = E if(^ II» • /11 = E iffo)i 11/11 
which implies that ||Lr|| < \r\ := Y \r(y)\ < °°> being a finite sum. D 

Notice that (i2G)n also becomes an EG bimodule with bounded operators, where 
r * (/1. • • • . /n) — ( r * /1 , • • • 5

 r • /n), the so-called diagonal action. One frequently says G-
module or left G-module, omitting the E, similarly for G-invariant and G-equivariant. 
We close this section with four useful technical results. 

3.1.7 Proposition. Let M be any Hilbert space that is a (left) EG-module with G 
acting by isometries (e.g. M = (i2G)n). If V is a G-invariant Hilbert subspace, then 
so is V1. 

Proof. Since V1 is a Hilbert subspace, it suffices to show v G Vx => y • v G V1, for 
y G G. But for any w eV, 

{w,y'v) = (y>y~l'W,y-v) = (y~l -w,v) = Q 

since y~l -w G V. D 

3.1.8 Corollary. IfV is a G-invariant Hilbert subspace, then ixy is G-equivariant. 

Proof. Let / = v + w G M where v G V,w G V1 (uniquely). For any y G G, 
y • f = y -v + y -w with y • v G V and (by 3.1.7) y -w G V1. Then by definition 

My • /) = y •v = y - M / ) • n 
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Note that RG®RGi2G ~ e2G, so that (RG)n®RGe2G ~ (e2G)n since tensor product 
distributes over direct sums. We then have 

3.1.9 Proposition. Let </> : (RG)n -+ (RG)m be a morphism of (right) RG-modules. 
Then the induced operator 

$:=<i>®RGe2G:(e2G)n-+(e2G)m 

is bounded. Similarly for left RG-modules with ip := e2G ®RG ifr. 

Proof. The m x n matrix [faj} of (j> satisfies 
n n 

(f>(ai, ...,an)= (jT (t>ijdj, • • •, 22 ^m3a3) ai» ̂ *i e ^G' 

Write 0^ = 5^tij(a;)a: (finite sum) and |<̂ y-| := ]T |^j(^)|. Then for / G ^G, one has 
ll̂ tj • f\\ < \(t>ij\\\f\\ just as in 3.1.6, so 

ii0(/i /»)ir = ]C II S)(*« • /i)H2 ^ 5 1 i^i2n/jii2. 
i 3 iJ 

i.e. 

I[<?(A, . . . ,Ton2 < x : I^I 2 IK/I , . • •, A ) H 2 = ( n I ^ I 2 ) 1K/1,.. -,/«)n2. D 
id id 

3.1.10 Proposition. / / / : Mi —• M2 is a G-equivariant bounded operator of Hilbert 
RG-modules on which G acts by isometries, then 
(a) 50 is f* : M2 —> Mi, 
(b) so is g : M\ —• M\, where g2 = f*f, g is self adjoint and positive definite. 

Proof, (a) Let a G G, y G M2. For any x G Mi, (x,f*(a • y)) = (/(x),a • y) = 
(a~l • / ( ^ (c r 1 **) • y) = (/(a"1 • x),y) = (a"1 - x,/*(y)) = (x,a • f*(y)). Thus 
(*, /*(<* • y) - a • /*(</)> = 0, so by 2.1.4, /*(a • y) = a • /*(y). 
(b) (x, /*/x) = (/re, fx) > 0 implies that / * / is self adjoint and positive semi-definite. 
So, g exists by Theorem 2.3.12. Prom (a), g2 = f*f is G-equivariant and again, by 
Theorem 2.3.12, the same is true for g. D 

3.2 HlLBERT G-MODULES 

3.2.1 Definition, (a) A Hilbert G-module M is a left RG-module M which is a Hilbert 
space on which G acts by isometries such that M is isometrically G-isomorphic to a 
G-invariant subspace of (e2G)n, for some n. 
(b) Morphisms of Hilbert G-modules are the bounded G-equivariant operators / : 
M\ —> M2, and this forms a category f)G. 

3.2.2 Quotient modules. Let M be a Hilbert G-module and V c M a G-invariant 
linear subspace. Then V is G-invariant and M/V has a natural Hilbert space structure 
with 

|| [w] || = inf{|H| : ity(w) = w} , weM. 

Furthermore, ity induces, by restriction to V1 , a G-equivariant isometric isomorphism 

of Hilbert G-modules V1 % M/V. 
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3.2.3 Definition. A map / : M\ —• M2 of Hilbert G-modules is a 
(a) weak isomorphism if / is injective, bounded, G-equivariant, Imf is dense in M2, 
(b) strong isomorphism if / is an isometric G-equivariant isomorphism of Hilbert 
spaces. 

The next theorem is a little surprising, and quite useful. 
3.2.4 Theorem. If f : M\ —> M2 is a weak isomorphism, then there exists a strong 
isomorphism h : M\ —• M2. 

Proof. As in the proof of 3.L10 (b), / * / is self adjoint positive semi definite, indeed 
positive definite since / is injective. It also has Im(/*/) dense by Lemma 2.3.10. So, 
as in 3.1.10, there exists-a positive definite self adjoint operator g with g2 = /* / , 
and (also by 3.1.10) g is G-equivariant. Furthermore, Img D Img2 = Im(/*/) and 
hence is dense. Since g is injective, g~l : Img —> Mi, which is bijective, exists; we set 
h — f o g~l : Img —• M2. Then Imh = Im / is dense in M2, and using g* = g, for any 
x,y € Img, we have 

(hx,hy) = (f9-\x)Jg-\y)) = (rf9-\x),g-\y)) = (9
2g'\x),g-\y)), 

i.e. 

(hx,hy) = (gg~l(x),g*g-1(y)) = (x,gg~l(y)) = (x,y). 

Hence h : Img —» Imf is an isometric isomorphism, and since Imp C Mi, I m / C M2 

are dense, h extends by continuity to an isometric isomorphism h : M\ —» M2. Since / 
and g are already known to be G-equivariant, so are (successively) g-1, h, h and thus 
h is a strong isomorphism of Hilbert G-modules. • 

3.2.5 Definition. Two Hilbert G-modules Mi and M2 are isomorphic (Mi « M2) if 
there exists a weak isomorphism M\ —> M2. 

By Theorem 3.2.4, the existence of a weak isomorphism implies the existence of a 
strong isomorphism, thus this is an equivalence relation. As a second application, we 
have the following: 

3.2.6 Proposition. Let <j>: M\-* M2 be a bounded G-equivariant operator of Hilbert 
G-modules. Then (Ker^)1 w Mi/Ker</> w Im</>. 

Proof. The first isomorphism follows from 3.2.2. The composition i o p where i : 
Im 4> t-> Im (j) is the inclusion map, and p : M\/Kev(j) —• Im0 is the standard bijective 
map, is a weak isomorphism, so the second isomorphism follows from Theorem 3.2.4. 

• 
3.3 VON NEUMANN DIMENSION 

3.3.1. Our goal in this section is to define an "equivariant" dimension, called the von 
Neumann dimension, dim^M, of a Hilbert G-module M satisfying 
(a) dimGM e R+, 
(b) dimGM = 0 iff M = 0, 
(c) dimGM = dimGN if M w N, 
(d) dimr;(A/ © N) = dimGM + dim^N, 
(e) M C N -=> dimGM < dimGN, 
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(f) dimG(t2G) = 1, 
(g) G finite => dimGM = ^dim^M, 
(h) If H is a subgroup of G with finite index then dimGM = dim#M/[G : H]. 

3.3.2 Remarks, (a) This idea goes back to the 1936 paper of Murray and von 
Neumann [9], and is closely related to what they call the centre-valued trace. 
(b) For G finite, both (f) and (h) follow from (g). 
(c) From (d) and (f), dimG(t2G)n = n. 
(d) For G = {e}, t2G = R and dimGM = dim^M, i.e. the theory reduces to ordinary 
linear algebra. 

3.3.3 Definition. The Kaplansky trace map p : RG —> R is given by p(Yr(x)x) = 

r(e). 

3.3.4 Definition. The von Neumann algebra N(G) = h o m ^ ^ G , t2G) is the algebra 
of bounded left G-equivariant operators t2G —> t2G. 

3.3.5 Definition. Conjugation on t2G (or RG by restriction) is the map / = 
Zf(x)x^f = Zf(x)x-K 

Now recall t2G is an RG-birnodule. The right action of RG on t2G is by bounded 
left G-equivariant operators (check that LyRz = RzLy G N(G), this means that Rz 

is left G-equivariant), so in this sense RG C N(G) as a subalgebra. The adjoint map 
<f> i—> (p* gives an involution on N(G) which turns it into a real G*-algebra. In t2G the 
adjoint of Ry is easily seen to be Ry-\, this shows that under the inclusion RG C NG, 
conjugation in RG, as defined in 3.3.5, corresponds to the adjoint in NG. 

We now extend the Kaplansky trace map to a trace on NG, as follows. 

3.3.6 Definition. Let 0 G NG, then tvG((j)) := (0(e), e) G R. 

3.3.7 Proposition. 
(a) IfcpeRG then trG(0) = p($), 
(b) trG(0) = trG((j)*), where </> G NG. 

Proof, (a) Set <f> = £ r(x)x, then trG(0) = (e • ]£ r(x)x, e) = (Y, r(x)x, e) = r(e) • 1 = 
r(e). 
(b) trG(0) = (<t>(e), e) = (e, 0*(e)) = trG(0*). D 

The definition of the von Neumann dimension will now be briefly indicated; estab­
lishing then all the properties given in 3.3.1 is not difficult but will be omitted here to 
remain within the time constraints of the mini-course. 

3.3.8 Definition, (a) Let Mn(N(G)) be the algebra of bounded left G-equivariant 
operators (t2G)n -> (t2G)n (thus, MX(N(G)) = N(G)). Any operator F G Mn(N(G)) 
gives rise in the usual way to an n x n matrix [F^], where each Fy G N(G). Then 

n 

trG(F):=YltrG(Fii). 
t=i 

(b) Let V C (t2G)n be a G-invariant Hilbert subspace. By Corollary 3.1.8, 7tv £ 
Mn(N(G)). Then 

dimG^ := tvG(nv) GR. 
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3.3.9 Definition. Let M be an arbitrary Hilbert G-module and choose a G-equivariant 
isometric isomorphism a : M •--+ V C (£2G)n. Then 

dimG(M) := dim^V. 

Of course one should check this defintion is well defined, i.e. independent of the 
choices of n and a. Again, this is not difficult but is omitted here. 

3.3.10 Remark. It is a classical result that Z[G] has no idempotents apart from 0,1. 
However, in R[G], where say G = C2 = {l,t}, r = \(\ +1) is idempotent. 

Kaplansky Conjecture. If G is torsion free then R[G] has no non-trivial idempo­
tents. 

In 1972 Zalesskii [12] showed trc(e) G Q for e idempotent in R[G] and G torsion 
free. Strengthening this from Q to Z would prove the conjecture. Further work in this 
direction was done in 1998 by Burger and Valette [2]. 

CHAPTER IV 

REAL HOMOLOGY OF FINITE COMPLEXES AND HARMONIC 
CHAINS 

In this chapter the ordinary homology of a finite GVV-complexes with real coeffi­
cients, H*(K;R), is considered from a slightly novel point of view, using harmonic 
chains. This approach will make the introduction of ^-homology, m Chapter V, rela­
tively straightforward. As a "preview", consider the usual short exact sequence defin­
ing the i-th homology groups of X, 

0-+Bi^Zi->Hi->0. 

With real coefficients this becomes 

0 -• Bi(X\ R) --> Z{(X\ R) -+ Hi(X\ R) -> 0, 

a short exact sequence of vector spaces which necessarily splits, i.e. (supressing the R 
in the notation) Zj « Bi@Hi as an external direct sum. Then also Z* = BiS(Bi)

1 

as an internal orthogonal direct sum, with B1 « Hj. We shall study Bj~ := Hi, the 
so-called harmonic chains. 

4.1 HARMONIC CHAINS 

Let X be a finite GW-complex with (integral) cellular chain complex (K*(X),d). 
Its real chain complex is then G* := R®K*(X), with 1 ®d as differential, also written 
d. Let or,... ,aai be the i-cells of X, then these form the natural basis for Ci(X) 
(which we often write simply C%). Thus 
4.1.1 Proposition. Ci(X) is a finite dimensional real Hilbert space of dimension ai} 

with orthonormal basis {or,..., aa.} and associated inner product ( , ) : Ci x G» —• R. 

4.1.2 Definition. 5^ = d* : Ci-i(X) -> Ct(X). 

Thus, (5i-\X,y) = (x,diy) (also (5iX,y) = (x,di+\y)). This is equivalent to the next 
result. 

4.1.3 Proposition. Kerdi = ( Im^- i ) 1 , and Ker Si = (Imdi+i)1. 
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harmonie i-chains = Hi 

2-cocycles = Zl i-cycles = Zi 

i-coboundaries = Bl 
i-boundaries = Bi 

4.1.4 Definition. Z{ = Kexdu B{ = Imdj+i, Zx = Ker^, B% = Im^_i, all sub-
spaces of Ci. We call Z^B^Z1, Bl respectively the i-cycles, z-boundaries, z-cocycles, 
i-coboundaries. 

4.1.5 Proposition. 
(a) Bi C Zi9 Bl C Z\ 
(b) Ci = Bimzi = Bimz\ 
(c) Bl _L Bi. 

Proof, (a) It follows from didi+\ = 0 and hence also 0 = (di-\di)* = d*d*_x = 5iSi-\. 
(b) Prom Theorem 2.2.5, d = Im5i-iffl(Im(Ji_i)-L

> and using 4.1.3, 4.1.4 d = BlmZi. 
Similarly for _?< ffl Z \ 
f^ It follows from (5i-\X,di+\y) = (x,didi+\y) = 0 for all xy y G d. • 

.i.u Corollary. C4 = _?< B3.8* ffl (Z< n Zl). 

Proof, d = BimZi = Bia{Zind) = .Biffl(Z
<n(.BifflZi)) = .BiB3(Zin_?i)B3(ZinZ<) = 

BimBim(zinzi). n 
4.1.7 Definition. The harmonic i-chains of X are 

Hi(X):=Zi(X)nZ\X). 

Thus, Ci = Bi ffl Bl ffl Hi, called the Hodge-de Rham decomposition of C{(X). The 
following diagram is a useful mnemonic for this orthogonal decomposition of d(X). 

4.1.8 Definition. The Laplacian is A* := di+\5i + <Jt-idi : Ci —• Q. 

4.1.9 Proposition. Hi = Ker A*. 

Proof. Hj C KerAi is clear. Conversely, suppose AiX = 0, then di+\5i(x) = 
-(Jt-idi(-r) in BinB% = {0}. This implies that di+i<5i(z) = $i_idi(x) = 0 => ^(.x) G 
S i + 1 n Z i+i = {0} and tfc(x) G £i_i n Z*"1 = {0}. So x G Kertf, n Kerdj = H{. • 
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4.2 EULER CHARACTERISTIC AND MORSE INEQUALITIES 

4.2.1 Definition. 
X(X) = £( -_)** , 

i>0 

is the (usual) Euler characteristic of X. 

4.2.2 Definition. b{(X) = dim^Hi(X) is the (not quite usual) z-th Betti number of 
X. 

In fact, the usual definition of Betti number is dimRZi - dimR_?i. 

4.2.3 Proposition. bi(X) = dimRZi - dimR.E?i. 

Proof. Similar to the proof of 4.1.6, we have Z{ = Z{ n d = Z{ n (B{ ffl Z
l) = B^Hi 

implies that dimRZ{ = dimR_?i + dimRWi. D 

Thus bi(X) equals in fact the usual Betti number, implying the following theorem 
found in every algebraic topology text. 

4.2.4 Theorem. X{X) = £«>o(--)4&*Pa 
Similarly we have, with essentially the same proof 

4.2.5 Morse inequalities. For any k > 0, 

ak - afc_i + ak_2 -... + (-l)ka0 >bk- bk_x + ... + (-l)kb0 . 

Proof. Consider Q_i = BM ffl Zl~l -5> B\ Since KerJi = Z%~\ 6{ : B{.x ^ B\ so 
dimjRjB' = dimRjBi_i. Now C{ = i^ ffl B* ffl % implies that a{ = dim .Bi +dim .Bi-i + fti, 
i.e. (ai - bi) = dim i?i + dim_?i_i. Then 

k 

5^(-l)fc"*(ai - h) = (dimBk + dimB^i) - (dim£fc_i + dim£fc_2) + . . . 
i=0 

or Eto(-1)fc" i(ai ~ bi) = d i m 5* -- °- D 

Notice that by taking k > dim K this also proves 4.2.4. 

4.3 HOMOLOGY AND COHOMOLOGY 

4.3.1. We have already noted in the proof of 4.2.3 that Z{ = Biffl/%. Since Hi(X\ R) = 
Zi/Bi, we have Hi(X]R) « Hi with the isomorphism induced by 7T//. : Z{ -» Hi. 
4.3.2 For cohomology one uses the cochain complex 

C* = C\X) = homR(C,(X),R), 

with differential 6l~l = homR(cIi, 1) : C i _ 1 —• C\ The inner product of C* induces a 
natural isomorphism 

Ai : d - • ClX 

where a \—• (a, ) for each i-cell a of X. Since (Ai+i)(cr)(c) = (6iG,c) = (a,di+ic) = 
(AiC/)(cIi+ic) = (5%Ai)(a)(c), A* : (C*,^) -* (C*,6*) defines an isomorphism of cochain 
complexes with Z%(X) A KerJ*, Bl(X) -^ Imtf*""1. This justifies the terminology Zl 

= cocycles, Bl = coboundaries, that we have been using, even though Z%, Bl C d. 
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4.3.3 Definition. For / : X —• y , using the isomorphism in 4.3.1, we define f\ : 
HiX —• H^y as the composition 

WiK £ Hi(K; R) h Hi(Y; R) ^ W,y. 

This makes Hi a covariant functor on the category of finite GIV-complexes and con­
tinuous maps, also f\ depends only on the homotopy class of / . 

Similarly one can define / ! : HiY —• HiX using 

HiY ^ ff*(y;R) £ H{(K;R) £ H4X. 

This makes Hi into a contravariant functor, one easily checks that /i, f are adjoints. 

CHAPTER V 

INFINITE COMPLEXES AND ^-HOMOLOGY 

The preliminary work in the previous chapters will now reap its dividends. With 
minor modifications of the definitions in Chapter IV, the £2-chains and ^-homology of 
an infinite (or finite) CW-complex Y will now be defined, taking into account a group 
action of some group G on Y, where the action is free, cocompact, and cellular, i.e. G 
permutes the cells of Y. The ^-chains (homology) will all be Hilbert G-modules. 

5.1 DESCRIPTION OF THE £2-CHAINS 

5.1.1 Regular cellular coverings. The general situation considered from now on 
is that of a group G acting freely and cellularly on a connected GVV-complex Y. 
In this case, denoting the orbit GVV-complex by X = Y/G, the covering projection 
p : y -» X is a regular covering, i.e. p*7Ti(y, y0) is a normal subgroup of 7ri(K,.r0). 
We also assume the action of G on Y to be cocompact, so that X is a compact (hence 
finite) GVV-complex. 

5.1.2 Example. A simple but useful example to keep in mind is the standard universal 
covering projection p : R -» S1, with G = Z acting on R by translations by integers. 
Similarly, the universal cover of any compact CVV-complex can serve as an example. 

5.1.3 Remarks, (a) Since X is finite, n\(X) is countable, hence so is G = 
iti(X)/p*'Ki(Y) (cf. the introduction to Chapter III). 
(b) Also note that in this situation the ordinary (integral) chain group Ki(Y) is a 
finitely generated free module over the group ring ZG, with rank equal to the number 
of i-cells of X, and di is a ZG map. 

5.1.4 Definition. C?\Y) := { £ „ 6 J i / ( a ) a : f(a) € M , E ^ ( . / » ) 2 < °o}, the 
square summable chains of Y, where J{ is the set of z-cells of Y. Clearly C\ '(Y) is a 
Hilbert space with orthonormal basis J*. 

5.1.5 Definition. The ^-chains of Y are 

Ci(Y,G) = l2G®ZGKi(Y), 

which we often write simply Ci(Y) if no confusion is possible. Note that since t2G is a 
(left) RG-module, so is d(Y) vmRG®R(e2G®ZGKi(Y)) w (RG®R^2G)®zG^(^) - • 
^G®ZGKi(Y) = d(Y). 
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The group G permutes the set J; of z-cells, choose from each orbit a representative 
f *, fi £ 1, • • • , oti, where a» is the number of 2-cells of X. The collection {x ® f * : xG 
G, // £ {1,..., a*}} then may be taken as an orthonormal basis for Ct(Y). The Hilbert 
space structure thus induced on Ci(Y) is independent of the choice of representatives 
f\ Indeed, we have 

5.1.6 Proposition. Ci(Y) and C\ \Y) are naturally isomorphic as Hilbert spaces. 

Proof. The canonical bijection {x ® f£} —* Jj, given by x ® f£ «-> x • f*, defines 
a canonical bijection between the respective orthonormal Hilbert bases of Ci(Y) and 
Ci 0 0 , and hence extends to a natural isomorphism of Hilbert spaces. D 

Note also that if / e e2G then ||/ ® f*|| = || £ f(x)x ® f* || = ||/||, proving 

5.1.7 Proposition. The map (e2G)ai -> G^, (/i, • • • , /a.) •-> Y%=i U ® f ^ d e^n e 5 

an isometric G-equivariant isomorphism of Hilbert spaces. 

5.1.8 Definition. The boundary map on G*(F) is 

GiOO = e2G ®ZG Ki(Y) i2^di e2G ®ZG Ki_x(Y) = Ci.,(Y). 

Taking the ZG bases {fl : /i = 1, • • • ,a*} and {f1'1 : v = 1, • • • ,oti-\\ for I^OO 
and J^-i^) respectively, di (being G-equivariant) represents a morphism (ZG)ai —> 
(ZG)01*-1 of ZG-modules, so also via the inclusion Z C R a morphism (RG)Qi —> 
(RG)^-1 of RG-modules. 

5.1.9 Proposition. The boundary map e2G ®ZG di is a bounded operator. 

Proof. It is identical to the map 

e2G ®RG di : e2G ®RG Ki(Y\R) -> e2G ®RG Ki^{Y\R); 

now apply 3.1.9. D 

We usually write simply di for e2G ®RG d{. 

5.2 UNREDUCED AND REDUCED ^-HOMOLOGY 

We have seen in § 5.1 that the operators di : Ci(Y) —> Gi_i(y) are bounded (hence 
continuous) and G-equivariant. The same then holds for their adjoints o~;_i = d* 
(cf. 2.3.7(a) and 3.1.10(a)). As in § 4.1 put Kerd* = Zt(Y) = Zu Ker^ = A\ and 
Hi = ZiC\ Zl\ these are all G-invariant Hilbert subspaces of Ci = Ci(Y). Similarly 
define Bi = Imdi+i, Bl = lm5i-i\ these are G-invariant linear subspaces of Ci but in 
general are not closed. Then, just as in §4.1, we have the next two results. 

5.2.1 ^-Hodge-de Rham decomposition. Q = BxmZi = B^Z1' = B^Bi^Hi. 

5.2.2 Proposition. Hi =Ker A*, where A* = di+iSi + 5i-idi is the £2-Laplacian (note 
Hi = Hi(Y,G) is sometimes written for extra clarity). 

The proofs are identical to those in § 4.1, apart from a little extra care, using 
continuity, to first establish that the £2-analogue of Proposition 4.1.5, with Bi} B% 

replaced respectively by &i, B\ is valid. 

5.2.3 Definition, (a) H{(Y) = Zi/Bu (b) redHi(Y) = ZjBi. 
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5.2.4 Caution. The reduced ^-homology groups TedHi(Y) have nothing in common 
with the notion of reduced homology Hi(Y) in usual homology theory. 

5.2.5 Proposition. redHt(Y) « Hi(Y,G), induced by TTW. : Z{ -> Hi. 

Proof. Same as 4.3.1, with Bi replaced by B^ 

5.2.6. Similarly, define redHl(Y) =_Zi/B\ and again one has redHt(Y) « Hi(Y,G). 
5.2.7 Remark. For G finite Bi = Bi, Bx = Bl and everything reduces to the situation 
of 4.3, with Hi(Y,G) « H{(Y\R) » H*{Y\R). 

5.2.8 Remark. Cu Zu Z\ Bu B\ Hu and redHi(Y), TedH{(Y) are all clearly Hilbert 
G-modules, G* being isomorphic to (i2G)ai and the others being G-invariant submod-
ules of Gj or quotients of G-invariant submodules. 

The non-reduced (co-)homology groups are generally less useful and more difficult 
to compute. They are not in general Hilbert G-modules. 

5.2.9 Definition, (a) For the non-reduced £2-homology, 

Zi/Bi « HfaG ®zc K.{Y)) := H?(Y; i2G), 

the equivariant homology of Y with coefficients in the G-module i2G. 
(b) Hl

G(Y',i2G) := H\C*(Y)) = Hi(\iomZG(K,(Y),i2G) is the equivariant cohomol-
ogy of Y with coefficients in i2G. 

For equivariant homology, the inclusion Bi <—> Bi induces a natural surjection 
H?(Y',i2G)-»TedHi(Y). 

5.2.10 Remark. For some applications, it is useful to note that everything done in 
this section generalizes to the case of a regular covering Y -» X where the fc-skeleton 
X^ of X is finite, provided we consider Gi(V

r) only for i < k. 

5.2.11 Definition. The "canonical" map can{: Hi(Y\R) -> TedHi(Y) is defined by 
simply considering any ordinary real cycle as an ^-cycle (with finite support). 

5.2.12 Definition. The "canonical" map can1: TedHl(Y) -> Hl(F;R) is defined as 
follows. Consider x_= [£] G TedHl(Y) = Z{/B\ since Z{ = W m Hu £ = 7 + 77 
uniquely with 7 G JB\ r; G H{. Then £-rj = 'yeBi=>x = [£] = [T/], i.e. x has 
a unique harmonic cocycle representative 77 G Hi. As in 4.3.2, 7/ identifies under the 
isomorphism A* with an ordinary cocycle in C*(Y\ R), which thus defines a cohomology 
class can*(x) e Hl(Y;R). 

CHAPTER VI 

PROPERTIES OF ^-HOMOLOGY 

6.1 G-HOMOTOPY INVARIANCE 

Probably the most important property of Hi(Y) is showing that, up to isomorphism 
(as a Hilbert G-module), it depends only on the G-homotopy type of Y. By 5.2.5, this 
is equivalent to showing the same for redHt(Y). 

6.1.1 Lemma. TedHi is a functor from the category of free cocompact G-CW com­
plexes and G-homotopy classes of maps, to the category S)G. 
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Proof. Let / : Y —> Z be a G-map of free cocompact G-GVV-complexes. By G-cellular 
approximation / ~Q 9I a cellular G-map. By 3.1.9, g* = gi : C{(Y) —• G»(Z) are 
bounded operators, and the g; also as usual are chain maps. By continuity gi(Bi(Y)) C 
Bi(Z) so it induces redH»(g) : redHi(Y) -> redHi(Z). If ft : y -+ Z is a cellular G-map 
G-homotopic to g, then Kig, Kih : K{Y —• ITjZ are chain homotopic morphisms of 
G-chain complexes. Hence ^C®RG^*9 '= g*> ^C®RG^*h := ft* are chain homotopic 
as well. Thus (g* - h*)(Z{(Y)) C B«(y) C B4(y), whence redIIi(g*) = redIIi(ft*) for all 
z, showing that redHi(g*) depends only on the G-homotopy class of / . • 

6.1.2 Corollary. The Hilbert G-modules Hi(Y) are also functorial and give rise to 
G-homotopy invariants. 

6.1.3 Corollary. If f :Y —• Z is a G-map between free cocompact G-CW-complexes 
and is also a homotopy equivalence, then Hi(Y) « Hi(Z). 

Proof. Indeed / induces a weak equivalence redHi(Y) -> redIIi(Z), thus redHi(Y) « 
redHi(Z) and Wivy) « «<(Z), all as Hilbert G-modules. 
Remark. There is no need, in this last corollary, to assume that / is a G-homotopy 
equivalence; it is well known that any G-map between free G-GVV-complexes which is 
a homotopy equivalence is also a G-homotopy equivalence. 

The situation for redHl(Y) = Zl(Y)/Bl(Y) is similar, giving contravariant func­
tors with redHl(f) being induced by the adjoint /* : C{(Z) —> Ci(Y). One also has 
redHi(Y) w Hi(Y) « redHl(Y) as well. 

The next simple lemma will be useful in the examples to follow. 

6.1.4 Lemma. If G is infinite then for n > 1 the left G-module (^C)n contains no 
G-invariant element besides 0. 

Proof. If / = YlxeG f(x)x ^ ^ G is G-invariant, then for each yeGf = y-f = 
~~] f(y~lx)x => f(x) = f(y~lx) for all y G G which implies that f(x) is constant. Since 
Yl(f(x))2 converges and G is infinite, f(x) = 0 for all x G G, i.e. / = 0. Similarly for 
n>\. " • 
6.1.5 Example. Suppose Y is a connected G-CW complex with cocompact 1-skeleton 
and \G\ = oo. Then redH0(Y) = H0(Y) = redH°(Y) = 0. To see this, first note, that 

Ki(Y) -4 K0(Y) -» Z —• 0 is exact, and since ® is a right exact functor 

Ci(y) ^ G0(y) -* £2G ®G Z -4 0 

is also exact. Hence (Imdi)1 = KerJ0 C Go(y) is mapped injectively (indeed iso-
morphically) to ^C ®G Z, whence Ker J° consists of G-invariant elements and is 0 by 
Lemma 6.L4. 

For any discrete group G, its classifying space BG is an Eilenberg-MacLane space 
K(Gy 1), and its universal cover is written EG. The projection EG —> If (G, 1) is 
an example of a regular covering with free cellular action of G on EG, but in general 
K(G, 1) need not be compact. However, if G is finitely generated, then we can (and 
do) take a cellular decomposition for K(G, 1) with a single 0-cell, and a single 1-cell 
for each generator of G, thus the 1-skeleton is a finite wedge of circles. 
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In particular, for any finitely generated infinite group G, Example 6.1.5 applies and 
Ho(EG) = 0. On the other hand, if G is finite, the proof of 6.1.4 shows that the 
G-invariant elements of t2G are the constants, i.e. R, and thus Ho(EG) « R. 

In the next example we see that in general, in the same situation, the unreduced 
H0(Y) is not 0. 

6.1.6 Example. Consider now the same example in the Introduction, Y = R -» 
X = S\ G = Z, Sl = e° U e1. In this case the £2-chain complex C*(Y) is 

0-^ 2 (Z)^W 2 (Z) -+0. 

Let x generate Z = {zn}, write f e £2(Z) as f = Y^nezanxn> an £ -̂ - Since 
di(en) = en+1 - e^ = (x - l)e£, „i(/) = (x - 1)/. Then clearly d\ is injective (same 
argument as in 6.1.4), and from Example 6.1.5 redH0(Y) = 0 implies that lmd\ is 
dense in £2(Z). But d\ is not surjective, e.g. 1 £ Imdi. To see this, if 1 G lmd\ 
then 1 = (x — l ) ^ a t ^ implies that all o ,̂ j < 0, are equal and hence 0, whence 
a_i - an = 1 implies that a0 = - 1 = _i = a2 = ..., which is impossible. Therefore 
Hg{Y\e2G) ?- 0, in contrast to redH0(Y) = 0. 

Equivalently, this example shows that Hi(EZ) = 0, i > 0, whereas Hf(EZ\ £2Z) = 
Hi(Z;£2Z) = 0 for i > 0 but H0(Z;e2Z) ^ 0. For cohomology, Hl(Z\£2Z) y- 0 
and otherwise Hl(Z\£2Z) = 0, z ^ 1. For a more systematic study of the difference 
between reduced and unreduced £2-homology, the reader is referred to the initial work 
of Novikov and Shubin [10] and its further developments by Farber [5] and Luck [8]. 

6.2 £2G-CHAIN COMPLEXES 

6.2.1 Definition. A chain complex 

K : . . . - Vi+1 *& Vt 4 V . - ! - . . . 

of Hilbert G-modules Vi is called an ^-chain complex if each di is a bounded G-
equivariant operator. Of course _i_i+i = 0 for all i also holds (the chain complex 
condition). 

6.2.2 Definitions. With V* as above, 
(z)redHi(V*) = Kerdi/h^Tu 

(b) V, is called weak exact if vedHi(V*) = 0 V i. 

6.2.3 Definitions. Let Vt, VV* be £2-chain complexes. 
(a) A morphism </>* : V* —• W* is an ordinary chain map with each & a bounded 
G-equivariant operator, 
(b) two morphisms </>*, t/)* are £2G-nomotopic if they are chain homotopic by a chain 
homotopy of of bounded G-equivariant operators, 
(c) two ^G-chain complexes are £2G-chain equivalent if there exist </>* : 17* —• VV* and 
V>* : W* —• 17, both morphisms as in (a), with ^*0* — ^V», 0*^* — ^W* m the sense 
of(b). 

Just as in the ordinary homology theory, a morphism 0* : V* —• VV+ induces well 
defined bounded G-equivariant operators TedHi(V^) —• redHi(H7(t) depending only on 
the £2G-homotopy class of 0*. The proof is identical to the usual one apart from 
the extra use of continuity to show that ^(Imdj+i) C Im„-+1, where „, d are the 
respective boundary operators. 
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6.2.4 Corollary. I/V*, IV* are£2-chain equivalent£2-chain complexes, thenTedHi(V*) s= 
TedHi(Wt) as Hilbert G-modules, for all i. 

6.2.5 Definition. A weak exact <?2G-chain complex 0 —> U —> V —> W —» 0 is called 
a short weak-exact sequence (of Hilbert G-modules). Then a is injective, Imp = W, 
and Ker/3 = Iraa. 

6.2.6 Proposition. For a short weak-exact sequence of Hilbert G-modules 0 —• U A 

y _ W - • 0, dimGV = dimGU + dimr;VV. 

Proof. From 3.2.6, P(V) « (Ker/3)1 w 1//Ker/?, hence 

dimGV = dimr;(Ker/}) + dimr;(Ker/?)1 = dimG(Ima) + dimG(Im/3), 

i.e. dimr;^) = dimr;U + dimcVV, since a is injective and Im/3 = W. D 

6.2.7 Corollary. Let V* : 0 —> Vn -$ Ki-i —** • • • V0 -^ 0 be a c/iam complex of 
Hilbert G-modules. Then 

£(-l)MimGV; = J2d™GedHi(K). 
i>0 i>0 

Proof. Set Ki = Ker<Ii, Ii = Imdi+i. Then we have short weak-exact sequences of 
Hilbert G-modules 

Q'+Ki^Vi^Ii-i-tO, 

0^Ii^Ki^TedHi(V*)-+0. 

Hence, dimcK = dimr;^ + dimr;Ii_i, and dimr;redHi = dimr;^ - dimr;Ii, and the 
result follows easily (as for ordinary chain complexes). • 

6.3 £2-BETTI NUMBERS 

6.3.1 Definition. Let Y be a free cocompact G-CW complex. The i-th £2-Betti 
number of Y (with respect to G) is 

/ ? i ( r ;G) -d im G
r e d H i ( r ) . 

Applying results from § 3.3 and § 6.1, 6.2 gives immediately 
6.3.2 Proposition. 
(a) f3i(Y,G) is a G-homotopy invariant ofY, and therefore a homotopy invariant of 
X = Y/G, 
(b) If H is a subgroup of G with [G : H] = m < oo, then Pi(Y; H) = mPi(Y; G) (here 
Y/H -» Y/G is an m-sheeted covering projection), 
(c) If \G\ < oo, then Pi(Y;G) = -^-^(Y), in particular if Y is connected then 

Po(Y;G) = j - - | , 
(d) If \G\ = oo and Y is connected then PQ(Y; G) = 0 (cf. 6.1.5). 

6.3.3 Definition. Let X be a connected finite CVV-eomplex. Then we define the 
£2-Betti number of X by Pi(X) = Pi(X; G), where X is the universal covering space 
of X and G = 7Ti(K,x0). 

Here are two very simple properties. 
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6.3.4 Proposition. 0 < p{(X) < at. 

Proof. Clear since redHi(X) is a subquotient of (^2^)aS as Hilbert G-modules. • 

6.3.5 Proposition. If X is a connected m-sheeted covering of X with H = TT\(X), 

G = TTIPO, then pi(X) = mp{(X). 

Proof. Pi(X) = d\mH
TedHi(X) = m • dimG

redHi(K) = m • p{(X). • 

6.3.6 Example. Note that this is very different from the behaviour of ordinary Betti 
numbers, e.g. S1 A S1, s(z) = z2, is a 2-sheeted covering but h(Sl) = 1 = bi(X) and 
bx(X) = b^S1) = 1. Prom 6.1.6, P^S1) = 0, for all i > 0. 

6.3.7 Example. More generally, if X (like S1) is a connected finite CW-complex 
which possesses a regular finite covering space X —> X of degree m > 1, with X 
homotopy equivalent to K, then A(X) = 0 for all z, since Pi(X) = Pi(X) = m • Pi(X). 

6.3.8 Atiyah's conjecture. In [1] Atiyah asked whether the ^-Betti numbers are 
rational, or even integral in the case of a torsion free group G. 

A somewhat weaker conjecture is the 
Zero-divisor conjecture. For G torsion free, Q[G] contains no non-trivial zero 
divisors. 

It is not very difficult to show the first conjecture implies the second. The zero-
divisor conjecture has been proved for a large class of torsion free groups, cf. [7]. 

We close this section with theorems on the Euler characteristic and Morse inequali­
ties involving £2-Betti numbers. The proofs are analogous to those in § 4.2, using the 
machinery in § 6.2, and are omitted. 

6.3.9 Theorem. For X a finite connected CW-complex, 

X(x) = Y/(-m(x). 
i>0 

6.3.10 Theorem. For X as in 6.3.8, let N be a normal subgroup of n\(X) with 
TX\(X)/N = Q. Let X denote the covering space associated with N. Then 

x(x) = J^(-m(X;Q)-
i>0 

6.3.11 Morse inequalities. Let X be a connected CVV-complex with finite (k + 1)-
skeleton. Then 

ak - ak.{ + ... + (-l)ka0 > pk - pk-i + ... + (-l)kpo . 

CHAPTER VII 

APPLICATIONS 

At the end of Chapter VI, applications have already been made (of the ^2-Betti 
numbers) to Euler characteristic and Morse inequalities. Further applications and a 
few simple computations will be sketched in the present chapter. Proofs and many 
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details will often be omitted here, but it is hoped that the reader will at least get a 
taste of some of the significant applications that are possible. 

7.1 TWO EXAMPLES 

7.1.1 Example. This example extends Example 6.1.6, X = Sl, to the wedge of k 
circles X = ViLi^1- Here 7Ti(K) = G = Fk, the free group on k generators. The 
universal cover Y = X is a tree (as is the universal cover of any connected graph) and 
thus contractible, hence X = K(G, 1) is an Eilenberg-MacLane space. Furthermore, 
the cellular structure e°, e\,..., e\ shows that x(X) = 1 - k. By 6.1.5, and Definition 
6.3.3, (5Q(X) = Po(Y;G) = 0. Hence, since A(K) = 0 trivially for i > 1, we have 
X(X) = 1 - k = 0 - P\(X), whicH implies that px(X) = k - 1, and p{(X) = 0 
otherwise. 

7.1.2 Example. Let ]T = X be an orientable surface of genus g > 0, with G = 
<jg -= 7Ti(V ) (e.g. J2\ = Sl x S1,oi & Z x Z, and for g > 1 ag is an infinite non-
abelian group). Here x(52g) = 2 - 2g is well known, and Y = X = R2. Again, 
V = K(G, 1) is an Eilenberg-MacLane space, and similar to the previous example 
Po(X) = 0. In this case, since X also happens to be a 2-manifold, Poincare duality (an 
£2 version, not hard to prove but omitted here) shows that (32(X) = Po(X) = 0. Then 
2 - 2g = x(X) = 0-P1(X) + 0 implies that PX(X) = 2g-2, p-(X) = 0 otherwise. 

These two examples have an algebraic interpretation. 
7.1.3 Definition. Let G be a (necessarily finitely presented) group with a finite 
CW-moMK(G,l), then 

px(G):=pl(K(G,l)). 

From Remark 5.2.10 we can extend this definition as follows. 

7.1.4 Definition. Let G be a group with a CVV-model K(G, 1) having finite n-
skeleton for some n > 2 (called a group of type Fn), then 

^ . • ^ ( i f t C l f ) ) , i<n. 

In particular pi is defined for any finitely presented group. 

7.2 DEFICIENCY OF GROUPS 

The deficiency of a finitely presented group G was defined in the Introduction 1.1.3. 
We now give the proof of the first easy result mentioned there. 

7.2.1 Proposition, def (G) < b{(G). 

Proof. By definition bx(G) = rank(H1(K(G, 1))), and 

Hl(K(G,\)) = ^(K(G,\))ah = Gab, 

since by definition 7Ti(i\"(G, 1)) = G. Hence 

b{(G) = rank(Ga6) = dimR(Ga6 ® R) > g - r , 

since Gat>®R is given as real vector space with g generators and r (linear homogeneous) 
relations. D 
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Our second result involves ordinary Betti numbers and refines the first proposition, 
then we turn to a few sample results with £2-Betti numbers. 

7.2.2 Proposition, def (G) < bi(G) - b2(G). 

Proof. For G given with g generators and r relations, we can construct K(G, 1) with 
K(G, 1)(2) having one 0-cell, g 1-cells, r 2-cells. Then, using 6.3.9, 

X(K(G, 1)<2>) = r - g + 1 = 1 - b,(K(G, 1)<2>) + b2(K(G, \)™). 

But h(K(G, 1)<2>) - 61(G) and b2(K(G, 1)®) > 62(G), thus r-g> b2(G) - 61(G), 
or g - r < 61(G) — 62(G), as required. • 

7.2.3 Theorem. def(G) < 1 + A(G). 

Proof. Similar to 7.2.2, here we find that 

x = r _ g + 1 - A ( G ) _ 0,(0) + p2(K(G, 1)<2>) 

implies that 

g - r = 1 + ft(G) - Po(G) - p2(K(G, 1)W) < 1 + h(G). D 

7.2.4 Corollary. If fii(G) = 0 then def (G) < 1. 

Suppose K(G, 1 )^ is finite, i.e. G is of type F3. The Morse inequalities 6.3.11 yield 
(with k = 2) r-g + \> p2(G) - fa{G) + /30(G), g - r < 1 + px(G) - ft(G). This 
proves 

7.2.5 Theorem. For any group G of type Fs, def (G) < 1 + (3X(G) - (32(G). 
Note that the fundamental group of any closed (compact with empty boundary) 

3-manifold will be of type F3. 

7.2.6 Proposition. Let G be a free group of rank k, then def (G) = k. 

Proof. Since G has a presentation with k generators and 0 relations, def (G) > k—0 = 
k. But by 7.1.1 and 7.2.3, def (G) < 1 + Pi(G) = l + (k-l) = k. • 

Similarly, using the standard presentation of ag with 2g generators £1,2/1, 
^2,2/2, • • •,xg,yg, and the single relation [xu y\][x2, y2] • • • [xg, yg] = e, and using 7.1.2, 
7.2.3, we have 
7.2.7 Proposition, def (ag) = 2g-l. 

7.3 AMENABLE GROUPS 

Let G be a group and B = {/ : G —> E, / bounded}. Consider B as a G-module 
by putting (x • f)(y) = f(yx) for all x,y G G and / G B. 

7.3.1 Definition. A mean on G is a linear map M : B —> R such that for all x G G 
and / G B , 
(a) M(l) = 1 (1 = the constant function 1), 
(b)M(x-f) = M(f), 
(c) / > 0 =» M(/) > 0. 

7.3.2 Definition. A group G is amenable if it admits a mean. 
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A finite group G is amenable, indeed M is uniquely given by 

M ( / ) = !7;T £ / ( * ) • 
1 ' xeG 

The question of determining all infinite amenable groups is deep and has led to 
much interesting work. In particular every abelian and indeed every solvable group is 
amenable. Here, without proof, is a useful lemma of the theory (cf. [3], [4]). 
7.3.3 Cheeger-Gromov Lemma. Let Y be a connected free cocompact G-CW com­
plex and G an infinite amenable group. Then 

caxii:TedHi(Y)-+Hi{Y]R)1 

as defined in 5.2.12, is infective for all i>0. 
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