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IMPROVED K-K ALGORITHM FOR 
COMPUTING LYAPUNOV VALUES 

Duo WANG — R E I M A O 

ABSTRACT. K e r t e s z and K o o i j gave an algorithm for computing Lya-
punov values in 1991 and then C h e n and W a n g recently improved their 
algorithm. A new algorithm is introduced in this paper which is based on Chen 
and Wang's algorithm, but improves it further. An example of quartic system 
without quadratic terms with 9 small-amplitude limit cycles is given. 

1. Introduction 

It is well known that the computation of Lyapunov values is very important 
in the theory of planar vector fields and in the bifurcation theory ([NS] ). The 
research on the computation of Lyapunov values using computers is attracting 
more and more attention. Recently L l o y d and his group got series of results 
on Lyapunov values of cubic systems, notably they found that the highest order 
of the first nonzero Lyapunov values of cubic systems is not smaller than 8 
and they conjectured that 8 is the highest order([JL] ). But Z o 1 a d e k ([Zo]) 
recently proved that the maximal order for cubic systems is not smaller than 11. 
But how to find a cubic system with 11 small-amplititude limit cycles is still a 
difficult problem, So it is still very important to compute Lyapunov values by 
computer to find the highest order of the first nonzero Lyapunov values for some 
special polynomial systems. 

Without loss of the generality, we consider the following planar system 

{ 
x =-y + f(x,y) = f(x.y), ^ . 

ÿ = x + g(x,y) = g(x,y), 

where x,y G R, f,g are analytic functions, and f(x,y) -= 0(x2 + y2), g(x,y) = 
0(x2 + y2). The origin is a center or a fine focus of (1) and distinction between 

A M S S u b j e c t C l a s s i f i c a t i o n (1991): 34C23, 58F14. 
K e y w o r d s : fine focus, Lyapunov value, symbolic computation. 
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the center and the fine focus depends on Lyapunov values of (1) at the origin. 
The usual way to compute the Lyapunov values is the following (see, e.g., [JL]). 

CO o o 

Let f(x,y) = Y< fk(x,y), g(x,y) = J2 gk(x,y), where fk(x,y) and gk(x,y) 
k=2 k=2 

are homogeneous polynomials of degree k (k > 2) . Let F(x,y) = x2 + y2 + 
CO 

Y^ Fk(x,y), where the Fk(x,y) are homogeneous polynomials of degree k (k > 
k=3 
3). If 

^ = Lx(x
2 + y2)2 + L2(x

2 + y2f + . . • + Lm(x2 + y2)™^ + -. - , (2) 
dt (1 ) 

then Lk is called the fc-th Lyapunov value of (1) at the origin. If all the Lyapunov 
values are zero then the origin is a center, otherwise it is a fine focus and if the 
first nonzero Lyapunov value is Lk then the origin is a fine focus of order k 
(see, e.g., [NS]). 

K e r t e s z and K o o i j gave a new algorithm for computing Lyapunov 
values ([KK] ) in 1991, for convenience we call it K-K algorithm in this pa­
per. Computation on computers shows that K-K algorithm is a good method 
for computing Lyapunov values. But it requires to compute some large ma­
trices and their inverses, which needs larger memory space and higher speed. 
C h e n and W a n g improved K-K algorithm for computing Lyapunov val­
ues recently([CW]), in which fewer matrices and their inverses are required and 
hence the computation by which is apparently faster. 

The purpose of this paper is to introduce an algorithm for computing Lya­
punov values which is based on but improves again Chen and Wang's one. In 
this algorithm inverse of matrix is no longer needed. Furthermore, the algo­
rithm requires very few matrices and hence is very simple. The computation 
on computers by using the new algorithm shows that it is faster than both by 
the K-K algorithm and by the Chen and Wang's algorithm. We will call our 
algorithm Improved K-K algorithm. And some interesting examples are given 
by the Improved K-K algorithm. 

2. Improved K-K algorithm 

Let A^k be an (I + k) x (I + 1) matrix, where k > 1, I > 2 and 
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A,AÍJ) = -±±=- (, *,) a^W^!(°'°» + 

j-1 f k \ lP_ 
+ k\ \i + l-j) drMi-1-'řV' + 1 _ 7 ' 

Let Bk be the (k + 1) x (fc + 1) matrix defined by 

' (—1)J (/—ifnlfe—i+i)i! > i f ?: i s o d d > J i s e v e n a n d 1 < * < J < "?., 

or if i is even, j is odd and 1 < j < i < in: 

, 0, others, 

where m = k if k is even or m = k + 1 if k is odd for k > 3, and we define 
(-1) ! ! = 1. Let v2 = (1,0,1) T ; 6fc)vfc G M f c f l , and 

fc-i 

bk = Y2Ai,k+i-i vt\ (3) 
1=2 

vk = Bkbk . (4) 

R e m a r k . If we denote by aPiQ and bp,q the coefficients of the terms xpyq in 
/ and g respectively, then A^k can be defined in the following way: 

M,k{hj) = (Z + l - j) ak+j-i,i-j + (j - l)6fc+j-i-i,7:+i-j . 

THEOREM. If the Grst k — 1 Lyapunov values of (1) at the origin are all equal 
to zero, then the k-th Lyapunov value of equation (1) at the origin is 

j k+2 
Lk = (2fc + 2)!! S ( 2 f c " 2 i + 3 ) ! ! ( 2 i " 3 ) ! ! fe2k+2(2t - 1), (5) 

where (-1)! ! = 1. 

P r o o f . Chen and Wang's algorithm([CW]) uses also the formula (5) which 
is given by [Zh] and the b^are also defined by (3). But in their algorithm the 
vk are defined in the following way. 

V 2 = (1,0,1) T ; 

Vk = —Afc.i h , if k is odd; (6) 
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for any even fc(> 4) let J3fc)0and i?fcjebe n x nmatrices, where n = | and 

Bk,o(І,j) = < 

' fc - 2i + 2, i = j , 

2i , i = j - 1, 

0, others, 

Bк,e(i,j) = < 

- 2 i + 1, i = j , 

fc - 2j + 1, i = j ' + l , 

[ 0, others, 

Ьfe,o(0 = h(2i - 1), h,e(i) = Ьfc(2i), í = 1 , . . . , n ; 

Vк,o = Bfe)0í>fe,e , Vк,e = Bfc)Є Ьfe,oî 

then 

vk(2i-1) = Vjbt0(i), ^k(2i) = vfc>c(i), i = l , . . . , n , and vfe(fc + 1)-= 0 . 

(7) 

Note that if fc is odd then Bk = — A~~ \ and if fc is even then 

f (2j-2)!!(fc-2j)ü j f 

fí-^di)-} (2i-2)!!(fe-2»+2)ü " • 
k ' o { , з ì ~ \ o , if. 

Г _(2j-3)ü(fe-2j+l)!! i f • < f 
-1/.- „Л _ J (2i-l)!!(fc-2i+l)ü u •! — ъ 

\o, 
Bk%j) = 

' j >i 

j < i; 

if i > i; 

' -5fc o(^2^' t ) ' ^ * lS O C ^ > J *S e V e n a n C ^ ^ — *>«? — ^ ' 
sfc(*»-7") = \ ^ ( 5 , ^ ) , if i is even, j is odd and 1 < i, j < fc, 

, 0, others. 

It is easy to verify that Vk defined by the formula (4) is exactly the same as 
that given by (6) and (7) for odd fc and even fc respectively. Hence the formula 
(5) still holds. 

R e m a r k . If in equation (1) / and g are both homogeneous polynomials of 

degree m then [Wa] proved that if ^j is not an integer then Lk must be zero. 

By our algorithm we can give the same result and the program is also much 

simpler for this kind of equations than for general equations. 
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3. Examples 

EXAMPLE 1. Let us consider the famous examples given by B a u t i n ([Ba]) 
and by S i b i r s k i i ([Si] ) respectively. We compute the Lyapunov constants 
for them on PC Leo 386/25, by symbolic software REDUCE 3.3. SHOWTIME 
shows that it takes 4.210 seconds and 8.299 seconds CPU time respectively by 
using K-K algorithm. But it takes 2.197 seconds and 3.783 seconds CPU time 
by our algorithm. 

EXAMPLE 2. Consider the quartic system in complex form 

• , • 4 , / , • x 3 - , W5-3w3 + 3iw4 2_2 . .(A v -3 
z = ^z + ^W2Z + (w3 + iw4)z z H z z + ^(4^v2 — ws)zz: , 

where all it;*, are real constants. From the Remark in Section 2 Lk = 0 if k is 
not a multiple of 3. Then we have 

L3 = -w4w5; 

^6 = ^ (^5 ~ 2w3)(wb - 3w3)(§w2wr> - w3ws - wbws) (when w4 = 0) ; 

Lg = -w^(9w2 — 2ws)(137w2 — 58w2ws + 6w\ — 5w\) 

(when w4 = w$ — 3w3 = 0) ; 

L12 = •= (2w2 — ws)(9w2 — 2ws)
2(137w2 — 58w2ws + 6wl)* 

3000v5 
(6977wl - 2790w2ws + 268wj) 

(when w4 = w$ — 3w3 = w3 — A/(137^t;2 — 58w2WS + 6wl)/5 = 0); 

W™ 
L" - 653305069151351303321600000 (^635407183762785380191^76189 

+ 68076845875265343103087897) y 5980^76189 + 1446460 

(when w4 = w$ — 3w3 = w3 — v / (137^ | — 58w2WS + 6wl)/5 = 

ws - (1395 + \/76189)u;2/268 = 0) . 

R e m a r k . Computation on PC Leo 386/25 by REDUCE 3.3 shows that we can 
get only L\ and L2 according to K-K algorithm due to the limit of memory, 
but we can get L i , L 2 and L3 by both Chen and Wang's algorithm and the 
Improved K-K algorithm, and SHOWTIME shows that it takes 16.169 seconds 
CPU by the former and 13.973 seconds CPU by the later. 
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EXAMPLE 3. Consider the following quartic system without quadratic terms: 

x =ax-y + (b1-b2- b3)x
3 + 3b4x

2y + (3fc3 + h - 362 - 2b1)xy2 

+(b7 - b4)y
3 + (u + v)x4 - 2x3y + 2ux2y2 - 2xy3 + (u - v)y4 , 

y = x + ay + (b4 + b7)x
3 + (3b2 + Sb3 + 2b1)x

2y-3b4xy2 

+(b2 -b3- bx)y
3 -x4 + 2vx3y + 2vxy3 + y4 , 

where a, bi (i = 1,2,3,4,6, 7), u, v are all real parameters. Then 

L1 = -&6 (when a = 0); 

5 
L2 = —-6167 (when a = b6 = 0); 

25 
L3 = — M2&3 (when a = 66 = &7 = 0); 

o 
L4 = — - [3u6i(?x — v) + (7w + 617)64] (when a = &6 = b7 = 62 = 0); 

o 

5 = ~ 96(216u3 + 756m;2 + 882u2v + 343u3) x I-13824 3V 

+ 6i(70560u6 + 64512u5u - 73152uV - 56448u4 - 75744uV 

- 97944u3i; + 3456uV - 31728uV + 10368m;5 + 19296m;3 

+ 8640u4 + 1260u56f 63 - 1440uV263 - 900uV&263 

- 1715u362b3 + 6860u3^ + 1080uVž>2b3 - 4410u2i;6263 

+ 17640u2u6| - 3780uu26263 + 15120uv2bl - 1080i;3&2 63 

+ 4320u3i>3
!) - u(175616u363 + 429632u2u63 + 330624uu263 

+ 62208i;363)] 
2 

= - - 6 1 [vb3 + O(6i) + O(u)] (when a = b6 = b7 = b2 = 0 
o 

3u6i(t;-tt)^ 
a n d 6 4 = 7u + 6v ) ' 

L6 = -2u(2u2 + 5ui; + 2u2) (when a = b6 = b7 = b2 = 0, 

3u&i(v — u) 
7u + 6v ™db* = °У> 
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3 
L7 = - — v 2 b 3 ( 5 v 2 - 22) (when a = 66 = 67 = b-: = 0. 

3ubi(v-u) • 
b*= ~~^—r^— a n d b\ = u== 0); 

"u + 6t> 
18113 l22,, . , , 

8 = _ ~9450~VT 3 ^ D a = ft8 = 67 = 6 2 = 0 , 

3u6i ( t ; - t t ) /22 
04 = — , b\ = u = 0, and f = \/ — ) ; 

7it + 6v V 5 

1 7 6 / 2 2 S u b ^ - u ) 
L9 = —— \ — (when a = 66 = 07 = 62 = 0, 64 = 5 V 5 " 7u + iSv 

[22 
61 = TX = 0, v = \ — and b$ = 0). 

If we choose 0 < -a « b6 « - b 7 « ~b2 « b4 - ^ q ^ ~ « -bi « w < 

< w-^ - v « 63 « 1, then Li > 0 and LjLj+1 < 0, j = 1,...,8. Hence this 

system has nine small-amplitude limit cycles bifurcating from the origin. 

R e m a r k . Example 3 is computed on VAX8550 by REDUCE 3.3. 
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