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Abstract 

The paper deals with quadratic splines interpolating function va­
lues, first derivative values and with splines smoothing first derivati­
ve values. For their representation we use the fundamental quadratic 
splines which form the basis of the space of the quadratic splines. 
We employ the fundamental quadratic splines for a discussion of the 
error propagation and for computation of values of the quadratic 
spline interpolating the first dertivative values. 

Key words: spline function, quadratic spline, smoothing spline, 
fundamental spline, interpolation, error propagation. 

MS Classification: 34A34 

1 Introduction. Cubic spline 

Let us have a set of knots 

(Ax) = {x{ : i = 0(l)n + 1}, a = XQ < x\ < ... < xn < xn+i = b. 

Definition 1 A function Skd(x) is called a spline of order k with the defect d 
on the set of knots (Ax) if it has the following properties: 

a) Skd(x) is a polynomial of degree k on every interval [a?;, ar,-+i], i = 0(l)n; 

b)5M(*)€C*-d{o,*] . 
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Let us denote Sfc<f(Ax) linear space of the splines of order k with defect d on 
(Ax) with dim S*^ Ax) = k + dn + 1. 

These splines are studied for example in [1], [4]. In case k = 3, d = 1 we 
have the classical cubic spline S3i(x) E §3i(Ax) which can be written on every 
interval [x;,x2-+i] by the-help of the local parameters Si = S3i(xz), f̂» = £ i ( x *) 

(1) 53 i(x) = (1 - q)si + g*+i - fc?«(l - «)[(2 - q)M( + (1 + g)M t > 1] /6 , 

where hi = Xj+i — xz-, a = (x — x,)/nt*, i = 0(l)n. 
The continuity conditions yield the following relations between the parame­

ters M{, Sj 
(2) CiM{„i + 2Mt- + aiMi+i = d,-, i = l ( l )n 

with 
di = 3[(«t+i - *i)A< + (5t + *f-i)//-i-i]/(/»i + At-i), 

a, = hi/(hi-.i + n t) , c, = 1 - a,, i = l ( l )n . 

If we prescribe function values of the spline 

S3i(x t) = </,-, t = 0(l)n + 1, (interpolating spline) 

and two boundary conditions, for example 

M0 = 0 o , M n + i = </n+l)' 

with given values gfQ, 9n+n then the conditions (2) form a system of linear 
equations with the symmetric tridiagonal matrix with a dominating diagonal. 
The case of Mo = 0, M n + i = 0 is known as natural cubic spline. 

There are the fundamental natural cubic splines studied in [4] too. These 
splines fj are defined for j = 0(1 )n + 1 in this way: 

/ , ( * ) € S31 (Az), fj(xi) = 6ji, i = 0 ( l ) n + l , f'/(a) = fj'(b) = 0. 

The local parameters of the splines fj(x) can be computed from (2). The natural 
interpolating cubic spline S(x) can be written in form 

n + l 

S31O-0 = J^tft/iOO-
t = 0 

We shall define fundamental quadratic splines of various types in analogous 
way in this paper. 
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2 Quadratic spline. Continuity conditions 

If we choose k = 2, d = 1 in the Definition 1 we obtain the quadratic spline. So 
the quadratic spline S(x) = S2i(x) G S2i(A&') is the function with properties: 

a) S(x) = al
Q + a\x + al

2x
2, x G [x,-, a?i+i], i = 0(l)n, 

b) S(x) € ^ [ 0 , 6 ] . 

Denote hi = Xi+\ — a?,-, s, = S(xi), m2- = S'(xi). The spline 5(ar) can be written 
on [xit Xi+i] as 

(3) S(x) = Si + mi(x - Xi) + (m,-+i - m,)(x - x,)2/(2bi), 

and the continuity conditions in knots #,-. i = l ( l )n + 1 yield the following 
relations between the parameters mi,Si (see [3]) 

(4) (m,_.i + mi)/2 = (s, - «,-_.i)//»,-_.i, i = l ( l )n + 1. 

3 Quadratic spline interpolating given function 
values 

3.1 Formulation and solution of the problem. 

Let us have real numbers mo, s;, i = 0(l)n + 1; 
we search for a spline 5(x) G §2i(Aar) with the properties 

5(a?t) = Si, i = l ( l ) n + 1, 
(5) 

Sf(x0) = m0. 

The local parameters m?- = S'(xi), i = l ( l )n + 1 can be computed using 
the recurence relation (4) and function values of this spline we can find using 
the formula (3). From (3),(4) it follows also that the si iution of the problem (5) 
exists and is unique. 

3.2 Fundamental splines. 

For the extended set of knots (Ax) = {xi : i = — l ( l )n + 1} (for example 
ar_i = XQ — ho) we will construct a basis of the linear space §21 (Ax). 

Definition 2 Splines H(x),Hk(x) G §2i(Ax), k = 0(l)n + 1 are called the 
f-fundamental splines if they have the following properties 

Hk(x{) = 6ki) i = - l ( l ) n + 1, ff£(ar*_.i) = 0, 

fl(xi) = ()) i = - l ( l ) n + l , H'(xo) = l. 
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Because the extended set of knots is used we can describe all /-fundamental 
splines Hk(x) by means of simple formulas. The graphs of H2(#), H(x) are 
plotted in Figure 1 (hi = h, n = 5). 

Hk(x) = { 

Fig. 1 

L e m m a 1 The splines H(x)1Hk(x)) k = 0(l)n-f 1 can be written as 

H(x) = (-l)l(x - Xi)(xi+x - x)/hi} Xi < x < Xi+i, i = 0(l)n. 

0, - ?<3Jb - l . 

[(X - XA:-l)//lfc-.l]2, Xk„i <X<Xki 

(xk+i - x)(x + xk+i ~~ 2xk)/hl -f 2(x - xk)(xk+i - x)/(hkhk„i), 

Xk < X < Xjfe + i , 

(~-l)J~k(hk -F /ijk-i)(xJ+i - x)(x - Xj)/(hjhkhk^i), 

xj !_. -C __. x j+i) i — & + l ( l )n . 

Proof It follows from (4) and Definition 2 that 

Hk(Xi) = 0, • = -1 (1 )* - 1, 

//£(**) = 2/fcfc.i, 

H'k(Xi) = 2 ( - l ) -* ( f t* + ft*_i)/(M--i), i = k + l ( l )n + 1. 

By means of (3) we obtain the formulas for Hk(x). The proof is analogical for 
H(x). D 

Lemma 2 TAe f-fundamental splines H(x), HQ(X), H\(X), ..., Hn+i(x) form 
the basis of the linear space §2i(A.c). 
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Proo f Because dim S2\(Ax) = n + 3 (see Def.l) we need to prove a linear 
independence of these splines only. Let us have 

n + l 

(6) ]T akHk(x) + an+2H(x) = 0 
k=0 

and ak ^ 0 for some k £ {0 ,1 , . . . , n + 2}. If an+2 ^ 0 then derivative of (6) 
for x = XQ gives contradiction an+2 = 0. If a2- / 0, i £ {0 ,1 , . . . , n + 1}, then 
substituting #; into (6) we obtain contradiction a2 = 0 again. Therefore the 
splines H(x), Hk(x), k = 0(l)n + 1 are linear independent. • 

A solution of the problem (5) can be expressed as 

n + l 

(7) S(x) = [m0 ™ 2s0/h^}H(x) + £ SiHi(x). 
i=o 

3.3 Error propagation. 

Let mo, Si be the precise data for spline (7) but we have only disturbed data 
mo, Si (i = 0(l)n + 1) at our disposal. We will study the difference between 
coresponding splines. Denote 

n + l 

S(x) = [m0 - 2s~o/h-.i]H(x) + ]T/ SiHi(x), 
i=0 

e(x) — S(x) - S(x), ei = e(xi), i = 0 ( l ) n + 1, e0 = e'(z0) = m0 - friQ. 

T h e o r e m 1 If |e;| < E, i = 0(l)n + 1 then we have for x £ [a?j, £*j+i] 

(8) |e(z)| <\e'0\hj/4+E . [1 + r(3 + 2 | j - l )r) /4] , 

where r = max{ hk/hm\ k, m = 0(l)n + 1} and j £ { 0 , . . . , n}. 

P roo f The function e(.r) is the spline from the space S2i(Ax): 

n + l 

e(.x) = [e0 - 2e0/b_1]H(a?) + £ e2II,(x). 
t=0 

Therefore 
(9) |e(*)| < (2 |eo/h - i | + |e0|)./M + EK2, 

where 
n + l 

I\! = max{|H(i)|5 t £ [x^Xj+i]}, K2 = m a x { ^ ] |Hi(*)l> t € ixj>xj+i]} 
í = 0 
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From the Lemma 1 and the necessary conditions of a maximum it follows for 
j £ 0 that 

A't = (-lYH((xj+l + xj)/2) = hj/4 

K2 = Hj+1((xj+l + Xj)/2) + Hj((xj+1 + Xj)/2) + 

j f - i 

+ J2(-l)j-iHi((xj+1 + xj)/2) = 

= 1 + ^ihj/hj-! + £ hifa + ft<-i)/(/ii!»i_1)]. 
»=o 

Let us substitute these results into (9). For 1 < j < n we obtain 

|e(z)| < 3£'A i/(4A-.i) + A i|e
/
0|/4 + £ ,C 

where 
i -1 

C = [1 + (2A i/A i_1 + Aj/Ao + ^ A,-(Ai + hi^yihihi^))/^]. 
»=i 

Because the spline e(.r) is determined uniquely by the set of knots (Ax) and by 
the values e0, e2, i = 0 ( l ) n + 1, so it is independent of A__i on [x0, £n-j-i]- Hence, 

lim |e(x)| = |e(x-)| holds for x G [_o,2?n+i]-
h _ i —• oo 

Considering /i_i —* oo in the last inequality and using hk/hm < r w e obtain 
(8) (for j = 0 analogically). • 

We see that the spline (7) has unsatisfactory error propagation features. The 
best case occurs if hi = A (so r = 1; usually e0 = 0 too). Under this conditions 
we obtain from (8) 

\e(x)\<E-(b + 2j)/4 = Ej 

This simple formula can be used for computation of the estimation of error on 
interval [XJ, Xj+i] (see example 1). 

4 Quadratic spline interpolating given values 
of the derivative 

4.1 Formulation and solution of the problem. 

Let us have real numbers Bo> ro_, * = 0(l)n + 1; 
we search for a spline S(x) G S2i(A_?) with the properties 

S'(xi) = mi, i = l ( l )n + 1, 

S(x0) = s0. 
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The local parameters Bj = S(xi), i = 1(1 )n + 1 can be computed using the 
recurence relation (4) and function values of this spline we can find using the 
formula (3). From (3),(4) it follows also that the solution of the problem (5) 
exists and is unique. 

4.2 Fundamental splines. 

We will construct another basis of the linear space 821 (Aar) suitable for inter­
polation of the first derivative values. 

Definition 3 Splines F(x),Fk(x) G S2i(Aa:), k = 0(l)n + 1 are called the 
I}f-fundamental splines if they have the following properties 

Ff
k(xi)~6ki, i = 0 ( l ) n + l , 

Fk(x0) ~ 0, 

F(x) = 1, x e [x0ixn+i]. 

The Lemma 3 gives the exact description of the splines Fk(x)} k = 0(l)n + 1 
(see Fig. 2; hi = h). 

»{,<-> 

*„(*> ^r ÏZ 

WL 

n + 1 

c n * l 
(x) 

n + 1 

L e m m a 3 The splines Fk(x), k = 0(l)n + 1 can be written as 

(x - x0) ~(x- x0)
2/(2h0), x e [x0i Xi], 

ho/2, x€ [xuxn+1]. 

o, xe[xo,xk-i], 

(x~xk^)2/(2hk-i), xe[xk-u*kl 

hk-i/2 + (x - xk) ~(x- xk)
2/(2hk), x e [**, *fc+i], 

(hk + hk-i)/2, xe [«*+i,*„+i]. 

0, xe[xo,xn], 

F0(x) = 

Fk{x)= { 

F„+i(x) = 
(x-xnfl(2hn), x e \xn) x n + i j . 
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Proof It follows from (4) and Definition 3 that 

{ 0, i = 0 ( 1 ) 4 - 1 . 

fct-i/2, i = k, 
(fc*-i + ftfc)/2, t = * + l ( l ) n + l , 

where k = 0(l)n + 1, /i_i = 0. Substituting this results together with the 
postulates from Definition 3 into formula (3) (on every interval [«t-,ar»+i]) we 
obtain the formulas for Df-fundamental splines. • 

L e m m a 4 The Df-fundamental splines F(x), Fo(-c), Fi(x),..., Fn+\(x) form 
the basis of the linear space §21 (A#) . 

This Lemma can be proved in an analogous way as Lemma 2. The solution 
of the problem (10) can be expressed in this way 

n + l 

(12) S(x) = s0 + J2miFi(x). 
1=0 

4.3 Error propagation. 

Let so, ™>i be the exact data for the spline (12) but we have only disturbed 
data so.fhi (i = 0(l)n + 1). We will study the difference between coresponding 
splines. Denote 

n + l 

§(x) = 50 + ] P rhiFi(x), 
1=0 

e(x) = S(x) - S(x), e\ = e'(xi)t i = 0(l)n + 1 , e0 = e(x0) = s0 - SQ. 

Theorem 2 I/|eJ| < F, f = 0(l)n + 1 then for x G [^o,-Cn+i] we have 

\e(x)\<\e0\ + E-(x-xQ). 

Proof Because e(x) G §2i(----ir) and Fi(x) > 0 (see Lemma 3) we obtain 

n+l n+l 

|e(x)| = |e0 + Y, eiF<(x)\ -- Ie"l + E EF^y 
i-Q z=0 

The expression on the right hand side is the quadratic spline interpolating the 
values mi = F, i = 0(l)n + 1 of derivative, s0 = |e0 | — but it is the straight 
line p(x) = |eo| + E • (x — x0). D 
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4.4 An algorithm using the Df-fundamental splines. 

Let us have a set of knots (Ax) with hi — x%+\ ~ X{ and real numbers so, mi, 
i — 0(\)n + 1. The spline interpolating the values of the first derivative can 
be written in the form (12). If we want to compute a value of this spline for 
x' G [xk, Xk+\] (0 < k < n) we can use the formula (12), the Lemma 3 and (11). 
Then 

fc+i 

S(x') = B0 + ^2 miFi(x') = 
i = 0 

1 fc-i 

= SQ + ^rn0ho + ] P m^F .^ ' ) + mkFk(x') + mk+\Fk + \(x') = 
í = l 

1 fc-i 

= s0 + ~[moh0 + ^ m 2 ( / i 2 _ i -f ftf)] -f mkFk(x') + mk+\Fk+\(x'). 
i=\ 

Thus 

(13) 

where 

S(x') = r + mk(x' - xk) + (rnk + i - mk)(x' - xk)
2/(2hk)ђ 

( s0y k - 0, 

(14) r={ k - 1 

so + 7}[тоНо + ткНк + ^ тг(/1г_] + 1ц)), (1 < к < п). 
i = i 

In that way the calculation of S(x') can be described by the following 

Algorithm DF: 

1° Find index k such that x' G [xk) Xk+1]; 
2° Compute r using (14); 
3° Compute S(x') using (13). 

This algorithm can be used instead of the algorithm based on the continuity 
conditions (4) and the formula (3). We use it if we want to economize a working 
storage capacity because we needn't know all local parameters S{. This ignorance 
must be compensated by step 2°. So we do 2(k + 1) algebraic operatios in the 
course of step 2° and for computation of local parameters st- we need 6(n + 1) 
algebraic operations (0 < k < n). Therefore we use the algorithm DF if we want 
to know a few values of the spline only. A reduction of a working storage is more 
expressive for biquadratic splines of the tensor product type. 
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5 Quadratic splines smoothing given values of 
derivative 

5.1 Smoothing cubic spline. 

It is well-known (see [1],[4]) that the natural interpolating cubic spline minimizes 
the functional 

J(f) = / [f"(*)?dx on V = {/ | / € W}[a,b], / ( * , ) = 9i, i = 0(l)n + 1}. 
J a 

This property was used in the construction of the smoothing cubic spline, which 
minimizes the functional 

J(f) = <* I [f"(x)]2dx + J2 «*[/(*<) - 9i? on VV2
2[a, 6], 

J a i = 0 

where a > 0, W{ > 0. The smoothing cubic spline can be represented by means 
of the fundamental smoothing cubic splines <j>k(x) as 

n + l 

S3l(x) = Y^9k<t>k(X)^ 
fe=0 

where <f>k(x) G §3i(Aa:), k = 0(l)n + 1 are defined by (see [4]) 

<t>k(xi) + a [ < 4 3 W ) " *i3)(*.-)] = &*. i = 0(l)n+ 1. 

We will show analogical construction of the smoothing quadratic splines. 

5*2 Smoothing quadratic splines. 

The quadratic splines interpolating the first derivative values have extremal 
properties analogous to extermal properties of the cubic natural interpolating 
splines. 

Theorem 3 (see [3]) Let us have a set of knots (Ax) and real numbers mt-. 
% = 0(l)n + 1. Denote 

Ji(f) = I [f"(*)]2dx, V = {/ | / € Wi[a,b], f'(xi) = m . , i = 0(l)n + 1}. 
J a 

Functional J\(f) is minimized on V by every spline S(x) £ §2I(A-E)J which 
interpolates the values of the first derivatives rrii^ i = 0(l)n + 1. • 



We will use this Theorem to the construction of the smoothing quadratic 
splines. 

Theorem 4 (see [3]) Let us have a set of knots (Ax), real numbers rrii, 
Wi > 0, i — 0(1)rc + 1 and a regulation parametr a > 0. Denote 

/

b n+i 

V'\x)]2dx+Y,wi[f'(xi)-mi]
2. 

i=o 
Functional J2(f) is minimized on W'2

2[a,b] by some spline S(x) G $2i(Ax). First 
derivatives s[ = s'(xi) of this spline fulfil the system of linear equations 

(WQ + a/h0)s0 - (a/h0)s[ = w0m0, 

(V) ~ ( a / / l j k - 1 ) 4 - i +(wk +a/ / i jb-i +a/hk)s
,
k - (a/hk)s'k+l = wkmk, 

k = l ( l )n , 
~(a/hn)s'n + (u;n+i + a / /* n )s n + 1 = ujn+i7nn+1. n 

The matrix of the system of linear equations (15) is tridiagonal, symmetric 
and diagonally dominating. So we have unique solution of the system (15) and 
one free parameter for determining of the corresponding spline (we can choose 
for example S(xo) — SQ). The quadratic spline minimizing J2(/) is called the 
smoothing spline. 

5.3 Another type of necessary and sufficient conditions. 

In the following lemmas we will use the notation 

f(xi+) = lim f(x), f(xi-) = lim f(x). 
X—•.Fj-f X— X ^ 

Lemma 5 A spline S(x) E §2i(---x) minimizes the functional J2(/) if and 
only if 
(16) Sf(xk) + aDk/wk = rnk, k = Q(l)n + I, 

where Dk = S"(xk-) - S"(xk+), S"(x0-~) = S , , (x n + 1 +) = 0. 

P r o o f a) First we prove that the conditions (16) are necessary. Let us consider 
a quadratic spline S(x) G §2i(Ax) which minimizes the functional J2(/). Denote 
S\(x) = S(x) + tFk(x), where t is an arbitrary real number and Fk(x) the spline 
from the Definition 3 (0 < k < n + 1). Then 

n + l 
J 2 (Si) = a J i ( S i ) + t2wk + 2twk[S,(xk) - mk] + ] T ^ [ S ' ( x t ) - rm]'2, 

izzQ 
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J2(Si)-J2(S) = akt
2 + 2bkt, 

where 

ak = wk+a I [FH(x)]2dx > 0, 
J a 

bk = a I Fi'(x)S"(x)dx + wk[S'(xk) - mk}. 
J a 

If 6fc 7- 0 then we will get contradiction because we can choose t G R such that 
|t| < 2\bk\/ak, sgn(.) = sgn(6*) and obtain J2(Si) < J2(5). Therefore we have 

(17) 0 = 6* = a £ Г+lF'k'(x)S"(x)dx + wk[S'(xk) - m.]. 
. _ л JГ, 

We rearrange the integrals in (17) using integration by parts and the identity 
S(3\x) = 0 on [_j,_,+i]. Then we obtain 

„ Xi+1 ( -S"(xo+) = D0, k = 0; 

J2J '+1F'k'(x)S"(x)dx = I S"(xk-)-S"(xk+) = Dk, k=l(l)n; 
i=0 X' [ S"(xn+1-) = Dn+l, k = n+l. 

Substituting this results into (17) we obtain (16). 
b) We prove that the conditions (16) are sufficient. 

Let us have f(x) £ KV2[a,6] and let the spline S(x) G S2i(A__) comply with 
(16). Denote 

h(f ~ S) = a / V ' W ~ S"(x)fdx -f J2 *H\f{*i) ' S'(xi)\\ 

Thus 

(18) J2(/ - S) > 0. 

This functional can be rewritten also as 

(19) / 2 ( / " S) = Mf) " J2iS)~ 
-2[al + E?_"o Wi(f(*i) ~ S'(Xi))(S'(Xi) - mt)], 

where 

/ = f [/"(_) - S"(x)]S"(x)dx. 
J a 

Let us rearrange the functional I using integration by parts, the identity 

S<3>(*)=0 on [zuxt+x] 
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and the conditions (16) 

n Px 

/ = £ Г*\f'(x)-S"(x))S"(x)dx = 
i = 0 Jxг 

= І2KП*) ~ Sf(x))S"(x)\x

x]X - Г*\f'(x) - S'(x))SPҲx)dx) = 
i = 0 Jx* 

n + 1 

= £[/'(*<) - S'(*.)][S"(*,-) - S"(*.+)] = 
i = 0 

n-j-1 

= 5 3 u»ł[T(xi) - S'(XІ)][TПІ - S'(xi)]/a. 
ѓ = 0 

Hence, it follows from (19) that J2(/ — S) = J2(/) — J2(5) and from (18) we 
obtain J2(S) < J2(/). • 

Remark 1 The conditions (16) can be used for the formation of the system 
of the linear equations (15) too (substituting S"(xk~) = (s'k — •s/

fc__1)/bfc-i, 

S»(Xk+)-(s'k+l-s'k)/hk). 

5.4 F u n d a m e n t a l sp l ines for s m o o t h i n g . 

Now we shall use the conditions (16) for construction of another basis of the 
space S21(Aa;) suitable for representation of the smoothing splines. 

Definition 4 Let us have a set of knots (Ax) and real numbers a > 0, 
Wi > 0, i = 0(l)n + 1. Splines $(ar), **(-*) G S2i(Ax), fc == 0(l)n+ 1 are called 
the Sa-fundamental splines if they have the following properties 

&k(xi) + <*[*;'(*,-) - *i/(xi-+)]/u;i - **,-, f - 0(l)n + 1, $*(*(>) = 0, 

* ( a r ) = l , xe[a,h]. 

According to the Theorem 4 and Lemma 5 we know that Sa-fundamental 
splines exist because these are the smoothing splines for data ra; = bik) i = 
= 0(l)n + 1. The examples of splines $s(x) for various a are given in Figure 3 
(hi = h, n = 5). 
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Fig- 3 

We should have to write $k(x;a) instead of $k(x). Because it would lead 
to complicated formulas we shall not use this notation. In the following text we 
will suppose that a is a fixed positive parameter. 

Lemma 6 Every spline S(x) E S2i(Ax) which minimizes J2(/) for data rrik, 
wk > 0, k = 0(l)n + 1, a > 0 can he expressed by means of Sa-fundamental 
splines as 

n + l 

S(x) = S(x0) + J2 ™k$k(x). 
j fc=0 

Proof 
Define $'£(x) = S"(x) = 0 for x £ [a, 6]. Let us have the spline S(x) G cS2X(Ax) 
which minimizes J2(/). Denote 

n + l 

SІ(X) = S(x0) + Y^mкФк(x). 

к=0 

This spline satisfies the conditions (16) because of 

S[(Xi) + a [ 6 T ( * ( - ) - S l ' ( s . + ) ] M = 
n + l 

= J2 rnk{%(xi) + «[*£(*.-) - *i'(*.+)]M} = £ mk6ki = m-
П + 1 

Јk=0 fc=0 

So the spline S\(x) also minimizes the functional J2(/), from the Theorem 4 
it follows that S[(xi) = S'(xi), i = 0(l)n -f 1. Because of S\(xQ) = S(XQ) we 
obtain from 4.1 that S\(x) = 5(#) on [a, 6]. D 

L e m m a 7 The Sa-fundamental splines $(x), $o(-c),<->i(-c),. . . , $ n + i ( x ) /orm 
tfhe 6as25 of the linear space S 2 i(Ax). 
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Proof We prove that every spline S(x) € S2i(Ax) can be described with 
some a%; £ R as 

n + l 

(20) 

Denote 

S(x) = an + 2 + Y^CLг^г(x). 
i = 0 

ai = S'(xi) + a[S"(xi-) - S,,(xi+)]/wi) i = 0(l)n + 1, a n + 2 = S(x0)) 

where S(x) £ So\(^x) is an arbitrary spline. 
If we substitute mi = a,-, i = 0(l)n + l into J2(/) then the spline S(x) minimizes 
the functional J2(/) and we can describe it according to Lemma 6 in the form 
(20). Because dim S2i(Ax) = n + 3, the Sa-fundamental splines constitute the 
basis of the linear space S2i(Ax). • 

The smoothing spline from the Theorem 4 can be expressed as 

n + l 

S(x) = S0 + Y^mk^k(x). 
i=0 

R e m a r k 2 The fundamental cubic splines were used in [4] in the construction 
of the bicubic splines of the tensor product type. We have the same opportunity 
in case of the qudratic splines. 

6 Examples 

6.1 We will demonstrate error propagation in the quadratic spline interpolating 
the function values. Let the data #;, Si = S(xi) and disturbed data s; are given 
in the following table (mo = mo = 1). 

І \ o 1 2 3 4 5 6 7 8 

Xi 0 1 2 3 4 5 6 7 8 : 

Si -0.5 0.3 0.5 0.2 -0.2 -0.6 -0.2 0.1 0.6 

Ši -0 .4 0.2 0.55 0.18 -0 .27 -0 .55 -0.12 0.2 0.58 

Thus the estimation of the error in the knots Xi is 

E = max{\si - s,|, i = 0(l)n + 1} = 0.1 . 

On the Fig.4 we can see the spline S(x)) disturbed spline S(x) and functions 
E\(x) = S(x) - \e(x)\, Eu(x) = S(x) + \e(x)\\ the bound of the error e(x) is 
computed by means of the Theorem 1. 
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Fig. 4 

6.2 As in Example 6.1 we will demonstrate error propagation in the quadra­
tic spline interpolating the values of the first derivative. Let us have the data 
x», rrti = S'(xi) and disturbed data m« given by the table (SQ — SQ = 0). 

І 0 1 2 3 4 5 6 7 8 9 10 
Xi - 4 - 3 - 2 -1 0 1 2 3 4 5 6 
m. 1 -0.5 -0.1 -0.8 0 7 -0.1 -0.1 -0.1 2 1 
m,- 1.5 - 1 -0.5 - 1 0.5 6.6 0 0.3 0.4 2.5 1.4 

Thus the estimation of the error of the derivative values in the knots Xi is 

E = max{\rrii - m t | , i = 0(l)n-f 1} = 0.5 . 

On the Fig.5 we can see (as in Example 6.1) the spline 5(x), disturbed spline 
S(x) and splines Ei(x) = S(x) - \e(x)\} Eu(x) = S(x) + |e(x)|; in this case the 
bound of the error |e(ar)| is computed by means of the Theorem 2 and E\(x), 
Eu(x)e$2l(Ax). 
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Fig. 5 

6.3 Now we show some example of the quadratic spline smoothing the values of 
the first derivative. The data x?, u;?, m; are given in the following table (SQ = 0). 

І 0 1 2 3 4 5 6 7 8 9 10 

X\ -4.7 -2.1 -0.2 1 2.3 4.1 5 6 7.3 8.4 10 

Wi 0.1 0.1 0.18 1 0.1 0.5 1.5 0.1 0.1 0.5 0.1 

ГПi - 1 -0.2 -0.5 0 2 2.1 0.1 -0.1 0.3 0 2 

For the values a = 0; 0.3; 2; 1000 we obtain the splines S(x; a) shown on the 
Fig 6. For a —* 0 this spline tends to the spline interpolating the derivatives, 
for a —• oo to the straight line S(x] oo) = k(x — XQ) -f s0) where 

(21) k = 

n+\ 

t = 0  

n-fl 

i=0 
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o=0 

Fig. 6 

The parameters W{ were choosen by means of formula (21) such that 

S(XQ]OO) = S(xo;0), S ( x n + i ; o o ) = S(ar n + i ;0) 

holds. 
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