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About steady transport equation I —

L
p-approach in domains with smooth boundaries

Antońın Novotný

Abstract. We investigate the steady transport equation

λz + w · ∇z + az = f, λ > 0

in various domains (bounded or unbounded) with smooth noncompact boundaries. The
functions w, a are supposed to be small in appropriate norms. The solution is studied
in spaces of Sobolev type (classical Sobolev spaces, Sobolev spaces with weights, homo-
geneous Sobolev spaces, dual spaces to Sobolev spaces). The particular stress is put
onto the problem to extend the results to as less regular vector fields w, a, as possible
(conserving the requirement of smallness). The theory presented here is well adapted
for applications in various problems of compressible fluid dynamics.

Keywords: steady transport equation, bounded, unbounded, exterior domains, existence
of solutions, estimates

Classification: 35Q35, 35L, 76N

1. Introduction

In this paper we investigate the solvability of steady transport equation

(1.1)
λz + w · ∇z + az = f in Ω,

λ > 0, w · ν | ∂Ω = 0

where Ω ⊂ Rn (n = 2, 3, . . . ) is a domain (not necessarily bounded) with suffi-
ciently smooth boundary ∂Ω (with outer normal ν) and w = (w1, w2, . . . , wn), a,
f are given functions on Ω.
Sometimes, when (1.1) seems to be too general in order to obtain good results,

we consider its special form when a = div w, namely

(1.2)
λz + div(wz) = f in Ω,

λ > 0, w · ν | ∂Ω = 0.

We restrict ourselves only to the case when w and a are small in appropriate
norms and thus, one can expect a global sufficiently regular solution (provided a,
w and f are smooth enough).
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We propose an efficient technique for studying steady transport equation in
general classes of domains with sufficiently smooth boundaries (which contain, in
particular, bounded and exterior domains, the whole space Rn or the half space
Rn
+, infinite pipes, etc.).
All results of the paper can be extended, practically without changes, to sys-

tems

(1.3) λz +W · ∇z +A · z = f in Ω, λ > 0

or

(1.4) λz + div(W · z) = f in Ω, λ > 0

where z = (z1, . . . , zm) is an unknown function while W = (wij)i=1,...,m
j=1,...,m

, A =

(Aij)i=1,...,m
j=1,...,m

, f = (f1, . . . , fm) are known functions on Ω. The details are left to

the reader.

The steady transport equation was already studied by many authors, namely
in Ω bounded or Ω = Rn. Recall the pioneer papers of Lax and Philips [LP],
Fridrichs [F], Kohn, Nirenberg [KN] and various articles studying (1.1) in more
general context as e.g. Fichera [Fi1], [Fi2], Oleinik [O], Oleinik, Radekevic [OR]. It
is usually not very difficult to prove existence theorems when the coefficients a, w
are sufficiently smooth and small. It has been a permanent question to extend
any part of the theory to less regular vector fields w and a, and to various types
of domains. Such questions are pertinent in many applications from compressible
fluid dynamics to kinetic theory.
For nonstationary equations various extensions and applications were done by

Di Perna and Lions [DL], and B. da Veiga [BV1]. As far as steady equations are
concerned, there are the important contributions by B. da Veiga [BV1], [BV2],
handling (1.1) in bounded domains, with successive applications to compressible
Navier-Stokes and Euler equations (see [BV1], [BV3]).
Here we use B. da Veiga’s results for bounded domains as a staring point

and extend them in the following sense (see Theorem 2.1 and 2.1∗ in [BV1] and
Theorem 1.1, 2.1, 2.2, 2.3, 2.6 in [BV2]).

(a) For Ω bounded, we need less regularity of the boundary (see Theorem 5.2),
and moreover, in Theorem 5.3, even slightly less assumptions on w, a. Namely
this (slight) modification is important for several applications in compressible
fluids, see Novotný [N1]. As a consequence of presented results we get, similarly
as B. da Veiga [BV2], only by duality arguments, existence and estimates for weak
solutions in negative Sobolev spaces, see Theorem 6.4. (The latter results were
applied to compressible fluids by B. da Veiga [BV3].)

(b) For Ω being of certain (general) class (which contains in particular Rn, Rn
+,

bounded and exterior domains in Rn, infinite pipes with bounded cross sections)
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we prove existence (and uniqueness) of solutions in Sobolev spaces (Theorems 5.1–
5.3). Moreover, we also prove, by duality method, existence of weak solutions
in negative Sobolev spaces, see Theorem 6.4. Existence of weak solutions in
Lebesgue spaces is given in Theorem 5.7. For applications of such results, see
Novotný, Padula [NP1], Novotný [N1], [N2], [N3], Padula [P1], Padula, Pileckas
[PP], Novotný, Penel [NPe].

(c) In particular for Ω exterior domain, Ω = Rn, Ω = Rn
+, we show existence (and

uniqueness) in homogeneous Sobolev spaces (Theorems 6.1, 6.2) and in their duals
(Theorems 6.4, 6.5). For possible applications see Novotný [N3].

(d) In some particular cases, we investigate a special regularity. This is usu-
ally motivated by applications in compressible fluids. Thus, Theorem 7.1 gives
estimates for ∆ of solutions in Sobolev spaces and eventually in their duals; The-
orem 7.2 investigates estimates of ∆ of solutions in duals to homogeneous Sobolev
spaces for Ω exterior or Ω = Rn or Ω = Rn

+.

(e) Some applications require estimates and existence results in intersections of
various Sobolev and/or homogeneous Sobolev spaces. Such results, in general do-
mains, require uniqueness arguments; see Theorem 5.6 for intersections of Sobolev
spaces and Theorem 6.3 for intersection of Sobolev and homogeneous Sobolev
spaces; see [NP1], [NPe] and [GNP].

(f) Some particular results in weighted Sobolev spaces are given in Theorems 5.4,
5.5 and 5.7. They are useful both as auxiliary results for proving (e) and, in
applications, as an important tool for studying decay properties of solutions to
compressible Navier-Stokes equations; see Novotný, Padula [NP3], Novotný, Penel
[NPe], Novotný [N2], Padula, Pileckas [PP]. The decay of solutions, for arbitrary
size of coefficients w, a is investigated in Theorem 5.8.

The technique of proofs is standard. The most novelty (and the main goal)
of the paper is to give results fully conform with the requirements of the theory
of compressible fluids, especially in unbounded domains. These achievements
are very often of a rather subtle nature, and although they seem almost obvious
a lot of work is needed to prove them. As far as the author knows, such results
have been missing in the mathematical literature about the subject. The various
applications justify their importance.

Acknowledgement. The need of such paper appeared during our studies of
compressible Navier-Stokes equations in the last two years. Most of the problems
have arisen in this process and a lot of ideas were proposed to solve them. For
this I am indebted namely to my close collaborator M. Padula (who should be
considered, in this respect, as a coauthor of the paper) and to K. Pileckas. I also
appreciate fruitful discussions with B. da Veiga (whose papers were the main
inspiration for these studies) during my short stay in Pisa. I thank P. Civǐs and
M. Novotný (České Budějovice) for helpful suggestions.
The work was initiated during the author’s stay at the University of Ferrara

and finished during his stay at the University of Toulon under the support of
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C.N.R. and Centro Ricerche Himont Ferrara (in Italy) and the contract of the
French Ministry of Higher Education at the University of Toulon (in France).
Last but not least, the author wishes to thank Professors G.P. Galdi (Ferrara)

and P. Penel (Toulon) for their steady support and encouraging of his work.

2. Notation and basic considerations

Denote by BR the sphere in Rn with center in 0 and radius R > 0; let BR =
Rn − BR. Let Ω be a domain in Rn, ΩR = Ω ∩ BR and Ω

R = Ω ∩ BR. We use
the following functional spaces:

� C∞0 (Ω) is a set of smooth functions with compact support in Ω; C∞0 (Ω) is the set
of smooth functions with compact support in Ω; Cs(Ω) (s = 0, 1, . . . ) is a Banach
space of bounded continuous functions with bounded and continuous (up to the
boundary) derivatives up to the order s. The corresponding norm in

|u|Cs =
∑

0≤α≤s

max
x∈Ω

|∇αu|,

while Cs(Ω) is a set of continuously differentiable functions (up to the order s)
in Ω.

� W k,p(Ω) (k = 0, 1, . . . , 1 ≤ p ≤ +∞) are usual Sobolev spaces of distributions
with finite norms

‖u‖k,p =




∑

0≤α≤k

∫

Ω
|∇αu|p dx



1/p

(1 ≤ p < +∞), ‖ · ‖0,∞ = ess sup
x∈Ω

|u|;

in particular W 0,p(Ω) is usual Lebesgue space Lp(Ω); W k,p
0 (Ω) is completion of

C∞0 (Ω) in ‖ ‖k,p norm. For Ω = Rn, W
k,p
0 (R

n) = W k,p(Rn). The dual space to

W
1,p′

0 (Ω) (1 < p′ < +∞, 1/p+1/p′ = 1) is denotedW−1,p(Ω) and equipped with
standard duality norm ‖ · ‖−1,p.
� In this paper, we also use, in some particular situations, weighted Sobolev
spaces and homogeneous Sobolev spaces together with their duals. They will be
defined on corresponding places in the text.

� Further introduce for 0 ≤ s ≤ k, 1 ≤ p1, . . . , ps < +∞ auxiliary Banach spaces
Xk

p1,...,ps
(Ω) = Ck−s(Ω) ∩

{
v : v ∈W

k,pi
loc (Ω) (i = 1, . . . , s),

∇k−s+1v ∈ Lp1(Ω), ∇k−s+2v ∈ Lp2(Ω), . . . ,∇kv ∈ Lps(Ω)
}

equipped with norm

‖u;Xk
p1,...,ps

‖ = |u|Ck−s +

s∑

i=1

‖∇k−s+1v‖0,pi .

(If s = 0, then we have Ck(Ω).)
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Remark 2.1. In the estimates, we use generic positive constants α0, α1, α2, c,
c′, ci (i = 1, 2, . . . ). If not stated explicitly, they depend only of k, q, n (and they
do not depend of w, a, f , λ, and on the domain). The only dependence which
can occur is the one of coefficients c′s of imbedding |b|Cs ≤ c′s‖b‖r,q, (r − s)q > n.
The coefficients in estimates that can depend on the size of the domain are

always denoted by k, ki.
If not stated explicitly, the norms refer always to domain Ω. Otherwise we

use the domain as a further index; e.g. ‖ · ‖k,p means a norm in W
k,p(Ω) while

‖ · ‖k,p,G a norm in W
k,p(G), G ∈ Rn. We consider the following class of domains

in Rn (n ≥ 2).
Definition 2.1. Let Ω be a domain in Rn. We say that it is of class B(k),
k = 1, 2, . . . , if and only if

(i) ∂Ω ∈ Ck (if Ω 6= Rn);
(ii) for any i (1 ≤ i ≤ k) and pi (1 < pi ≤ pi−1 ≤ · · · ≤ p2 ≤ p1 < +∞) there
exists a continuous extension

(2.1) E : Xk
p1,...,pi

(Ω)→ Xk
p1,...,pi

(Rn).

Example 2.1.

(i) Ω = Rn ∈ B(k), 1 ≤ k < +∞.
(ii) Ω = Rn

+ ∈ B(k), 1 ≤ k < +∞.
(iii) Let Ω ⊂ Rn be a bounded domain with ∂Ω ∈ Ck, 1 ≤ k < +∞, then

Ω ∈ B(k).
(iv) Let Ω ⊂ Rn be an exterior domain to a compact region Ωc (suppose

without loss of generality that B1 ⊂ Ωc), ∂Ω ∈ Ck (1 ≤ k < +∞), then
Ω ∈ B(k).

(v) Let

(2.2)

Ω = Ω′ =
{
x = (x′, xn) : x

′ = (x1, . . . , xn−1), xn ∈ R
1,

0 < δ < |x′| ≤ ϕ(xn), ϕ ∈ Ck(R1), |ϕ|Ck ,R1 < +∞
}
,

1 ≤ k < +∞

be a pipe with bounded cross section. Then it belongs to B(k).
(vi) Let Ω = Rn − Ω′, where Ω′ is the set from (v), then it belongs to B(k).

Proof: Statement (i) is obvious.

Proof of (ii) (see Galdi [G]). Let

Ω = Ωn =
{
x = (x′, xn) : x

′ = (x1, . . . , xn−1) ∈ R
n−1, xn ≥ 0

}
,

then put

Eu(x) =
{
u(x) if xn ≥ 0
∑k+1

s=1 λsu(x
′,−sxn) if xn < 0



48 A.Novotný

where λs ∈ R1 are such that

k+1∑

s=1

λs(−s)ℓ = 1 for any ℓ = 0, . . . , k.

We find

∇α
x′∇β

xn
(Eu)(x) =

{
∇α

x′∇β
xnu(x) xn ≥ 0

∑k+1
s=1 (−1)βλss

β(∇α
x′∇β

xnu)(x
′,−sxn).

Hence ∇α
x′∇β

xnEu ∈ C0(Rn
) (∈ Lq(Rn)) if and only if ∇α

x′∇β
xnu ∈ C0(Rn

+)

(∈ Lq(R
n
+)). It is easily seen that the extension is continuous from Cℓ(Ω) →

Cℓ(R
n
) (ℓ = 0, . . . , k) and moreover

∥∥∥∇i(Eu)
∥∥∥
0,q,Rn

≤ c
∥∥∥∇iu

∥∥∥
0,q,Ω

with c dependent of i, q (provided ∇iu ∈ Lq(Ω)).

Proof of (iii) and (iv). We prove only (iv), the statement (iii) (Ω bounded) is
even easier. Let ∆ε = (−ε, ε)n−1 (cartesian product), ε > 0 sufficiently small.
Let {Ur, ϕr}m(ε)

r=0 be such that

U0 = BR0(0) (R0 > 0,Ωc ⊂ BR0/2), ϕ0 =
{
1 in B2R0
0 in BR0

ϕr = (1 − ϕ0)ψr (r = 1, . . . ,m) where {Ur, ψr}m
r=1 is a partition of unity of

Ω2R0 such that
⋃m

r=r0
Ur ⊃ ∂Ω and Ur ∩ ∂Ω 6= ∅ (r = r0, . . . ,m), r0 being fixed,

2 ≤ r0 < m.

There exist orthogonal maps Ar : R
n → Rn (r = r0, . . . ,m) and functions

ar : ∆ε → R
1, ar ∈ Ck(∆ε) (r = r0, . . . ,m), ε ∈ (0, ε0), ε0 > 0,

such that
∂Ω ∩ Ur =

{
Z : Z = A

−1
r (y

′, ar(y
′)), y′ ∈ ∆ε

}
.

Moreover, the maps

mr : Ur → Bε, Bε = ∆ε × (−ε, ε), r0 ≤ r ≤ m,

y′ = (y1, . . . , yn−1) = (Arx)
′, yn = (Arx)n − ar((Arx)

′)

are one to one and map Ur onto Bε, Ur ∩ Ω onto Bε,+ and Ur ∩ (Rn − Ω) onto
Bε,−, where Bε,+ = ∆ε×(0,+ε), Bε,− = ∆ε×(−ε, 0). The determinant of Jacobi
matrix J = (∂yi/∂xk) of such map reads J = det J = 1. Clearly mr ∈ Ck(Ur) and

therefore m−1
r ∈ Ck(Bε).
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Let u ∈ Xk
p1...ps

(Ω), 1 ≤ s ≤ k. Put u(r) = uϕr (r = 0, . . . ,m). We define

(r = r0, . . . ,m) ũ(r)(y) = u(r)(m
−1
r (y)), hence ũ(r) ∈ Xk

pi...ps
(Rn
+) (since ps ≤

ps−1 ≤ · · · ≤ p1 and u(r) has compact support in Ur) supp u(r) ⊂ Ur (hence

supp ũ(r) ⊂ Bε). According to (ii) there exists a continuous extension (say v(r))

v(r) ∈ Xk
p1...ps

(Rn). Let ηr ∈ C∞0 (Rn) such that ηr(y) = 1 for y ∈ supp ũ(r),
ηr(y) = 0 for y ∈ Rn − B2ε0 . Then obviously ṽ(r) = v(r)ηr is also a continuous

extension v(r) ∈ Xk
p1...ps

(Rn). It is worth noting that

v(r)(x) =





ṽ(r)(mr(x)) for x ∈ Ur

(∈ Xk
p1...ps

(Rn))

0 otherwise

is a continuous extension of u(r) ∈ Xk
p1...ps

(Rn
+) (r = r0, . . . ,m). For r =

0, 1, . . . , r0 − 1, define

v(r)(x) =





ur(x) in Ur

(∈ Xk
p1...ps

(Rn))

0 otherwise.

Since u =
∑m

r=0 ur, one easily verifies that

E : Eu =
m∑

r=0

Eu(r)

where

Eu(r) =
{
v(r)(x) if r = 0, 1, . . . , r0 − 1
v(r)(mr(x)) if r = r0, . . . ,m

is continuous extension Xk
p1...ps

(Ω)→ Xk
p1...ps

(Rn).

Proof of (v), (vi). For clarity, we restrict ourselves to the case n ≤ 3, letting
the general case to interested reader. The set Ω′ in cylindrical coordinates reads

Ω′ =
{
(θ, r, z) : r = |x′|, z = xn, θ ∈ [0, 2π), 0 ≤ r ≤ ϕ(xn), xn ∈ (−∞,+∞)

}
.

The map m = (θ, r, xn)→ (ψ,R, z)

ψ = θ, R = r/ϕ(xn), z = xn

maps Ω′ onto a cylinder with cross section
∑
a circle with unit radius. The

determinant of Jacobi matrix for m reads J = ϕ(xn) > δ > 0. Now, we apply the

method of (iii), (iv) on each cross section
∑
. Since diϕ

dxi
n
(i = 1, . . . , k) is bounded,
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we get easily the desired result. The other is obvious. The statements (i)–(vi) of
Example 2.1 are thus proved. �

An important technical tool in our investigations are cut-off functions and
mollifiers. In order to have a control of functions at large distance, we use Sobolev
cut-off function

(2.4)

ψR(x) = ψ

(
ln ln |x|
ln lnR

)
, ψ ∈ C∞0 (Rn), 0 ≤ ψ ≤ 1

ψ(x)

{
1 x ∈ B1

0 x ∈ B2;

we easily find

(2.5)

sup
x∈Rn

ψR ⊂ Bκ(R), where κ(R) = e(lnR)2 ,

sup
x∈Rn

∇βψR ⊂ Ω̃R = Bκ(R) −BlnR (β ≥ 1),

ψR(x) = 1 in BR,
∥∥∥∇βψR

∥∥∥ ≤ c

(ln lnR)β
1

|x| ln |x| .

Due to Galdi, Simader [GS], we have the following statement:
Let u ∈ L

q
loc(R

n), ∇u ∈ Lq(Rn) (n ≤ q < +∞) or u ∈ L
q
loc(R

n) ∩ Ls(Rn) for
some 1 < s < +∞ and ∇u ∈ Lq(Rn) (1 < q < n). Then

(2.6)
∥∥∥u∇kψr

∥∥∥
0,q,eΩR

→ 0 as R → +∞, k = 1, 2, . . . .

Last but not least recall a definition of a mollifier

(2.7) ̺ε(x) =
1

εn
̺

(x
ε

)
, ̺ ∈ C∞0 (Rn), supp ̺(x) ⊂ B1,

∫

Rn
̺(x) dx = 1.

For a function f , we denote shortly by fε the convolution

(2.8) fε(x) = ̺ε ∗ f =
∫

Rn
̺ε(x− y)f(y) dy.

It is worth noting that

(2.9)

fε ∈ C∞0 (Rn) provided f ∈ Lq
loc(R

n) (1 ≤ q < +∞),
∇ifε(x) = (∇if)ε(x), i = 0, . . . , k provided f ∈W k,p

loc (R
n),

fε ∈ Ck(Rn) provided f ∈W k,q(Rn)
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and

(2.10)
‖fε − f‖k,p → 0 as ε→ 0 provided f ∈W k,p(Rn),

|fε − f |Cs → 0 as ε→ 0 provided f ∈ Cs(Rn).

In order to avoid cumbersome expressions in theorems, we denote
(k = 0, 1, 2, . . . , 1 < q <∞)

(2.11)






ϑ
(k,q)
0 (w, a) = |w|Ck + |a|Ck

ϑ
(k,q)
1 (w, a) = |w|Ck + |a|Ck−1 + ‖∇ka‖0,q
ϑ
′(k,q)
1 (w, a) = |w|Ck

ϑ
(k,q)
2 (w, a) = |w|Ck + |a|Ck−1 + ‖∇ka‖0,n
ϑ
′(k,q)
2 (w, a) = |w|Ck + |a|Ck−1 + ‖∇a‖k−1,n

ϑ
(k,q)
3 (w, a) = |w|Ck−1 + |a|Ck−2 + ‖∇kw‖0,n + ‖∇k−1a‖0,n+

+‖∇ka‖0,q
ϑ
(k,q)
4 (w, a) = |w|Ck−1 + |a|Ck−2 + ‖∇kw‖0,n + ‖∇k−1a‖1,n
ϑ
(k,q)
5 (w, a) = |w|Ck−1 + |a|Ck−2 + ‖∇kw‖0,n + ‖∇k−1a‖1,q
ϑ
(k,q)
6 (w, a) = |w|Ck−1 + |a|Ck−2 + ‖∇kw‖0,q + ‖∇k−1a‖1,q
ϑ
(k,q)
7 (w, a) = |w|Ck−1 + |a|Ck−2 + ‖∇kw‖0,q + ‖∇k−1a‖1,n
ϑ
(k,q)
8 (w, a) = |w|C1 + |a|C0 + ‖∇(a− div w)‖0,q′

(
1
q +

1
q′ = 1

)

ϑ
(k,q)
9 (w, a) = |w|C1 + |a|C0 + ‖∇(a− div w)‖0,n
ϑ
(k,q)
10 (w, a) = |w|C1 + |a|C0

If not confusing, the variables w, a (or even index (k, q)) are omitted in the

notation and ϑ(k,q) (or even ϑi) means ϑ
(k,q)
i (w, a).

Next important auxiliary result is due to Lax and Philips [LP], see also Miso-
hata [Mi, VI.6.1].

Corollary 2.1. Let 1 < q < +∞, w ∈ C1(Rn
) (|w|C1 < +∞), z ∈ Lq(Rn),

w · ∇z ∈ Lq(Rn). Then

‖(w · ∇z)ε − w · ∇zε‖0,q,Rn → 0 as ε→ 0

and
w · ∇zε → w · ∇z as ε→ 0 in Lq(Rn).

An easy consequence of this fundamental statement reads.
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Corollary 2.2. Let 1 < q < +∞, k = 1, 2, . . . , Ω ∈ B(k), w ∈ C1(Ω), w · ν | ∂Ω =
0, z ∈ Lq(Ω), w · ∇z ∈ Lq(Ω). Then

∥∥(w̃ · ∇z)ε − w̃ · ∇zε
∥∥
0,q,Ω

→ 0

and

w · ∇zε → w · ∇z in Lq(Ω).

Here w̃ is a continuous extension of w (i.e. w̃ ∈ C1(Rn
)) and z(x) =

{
z(x) if x∈Ω
0 if x/∈Ω

.

Proof: First, we define the distribution w̃ · ∇z:

(w̃ · ∇z, ϕ) =
∫

Rn
z div(w̃ϕ) dx, ∀ϕ ∈ C∞0 (Rn).

We have

∫

Rn
z div(w̃ϕ) dx =

∫

Ω
z div(wϕ) dx =

∫

Ω
w · ∇zϕ dx, ∀ϕ ∈ C∞0 (Rn).

From the last identity we conclude that

w̃ · ∇z ∈ Lq(Rn).

Corollary 2.2 thus follows directly from Corollary 2.1. �

3. Some estimates independent of the domain and auxiliary theorems

Lemma 3.1. Let k = 1, 2, . . . , s = 1, . . . , k, 1 < q < +∞, Ω ∈ B(k) and

(3.1) a,w ∈ Ck(Ω), w · ν | ∂Ω = 0, f ∈W k,q(Ω).

Then there exists a constant α0 > 0 (see Remark 2.1) such that we have: Let

z ∈W k,q(Ω) be a solution of problem (1.1); then

(3.2) λ‖z‖s,q ≤ ‖f‖s,q + α0ϑ0‖z‖s,q

(for definition of ϑ0 see (2.11)).

Lemma 3.2. Let k = 1, 2, . . . , s = 1, . . . , k, 1 < q < +∞, Ω ∈ B(k) and

(3.3) w ∈ Ck(Ω), w · ν | ∂Ω = 0, a ∈ Ck−1(Ω), f ∈W k,q(Ω).

There exists a constant α0 > 0 (see Remark 2.1) such that we have:
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(a) Let z ∈W s,q(Ω) be a solution of problem (1.1). If

(3.4)1 kq > n, ∇ka ∈ Lq(Ω)

or if

(3.4)2 1 < q < n, ∇ka ∈ Ln(Ω),

then

(3.5) λ‖z‖s,q ≤ ‖f‖s,q + αϑi‖z‖s,q

where i = 1, 2 corresponds to (3.4)i and ϑi is defined by (2.11).

(b) Let z ∈ W s,q
loc (Ω), ∇z ∈W s−1,q(Ω) be a solution of problem (1.1). If

(3.6)1 a = 0

or if

(3.6)2 1 < q < n, ∇a ∈W k−1,n(Ω),

then

(3.7) λ‖∇z‖s−1,q ≤ ‖∇f‖s−1,q + αϑ
′
i‖∇z‖s−1,q

where i = 1, 2 corresponds to (3.6)i. For definition of ϑ
′
i see (2.11).

Lemma 3.3. Let k = 2, 3, . . . , s = 1, . . . , k, 1 < q < +∞, kq > n, Ω ∈ B(k). Let
(3.8) w ∈ Ck−1(Ω), w · ν | ∂Ω = 0, a ∈ Ck−2(Ω), f ∈W k,q(Ω).

There exists a constant α0 > 0 (see Remark 2.1) such that we have: Let z ∈
W k,q(Ω) be a solution of problem (1.1). If

(3.9)1 1 < q < n, ∇kw ∈ Ln(Ω), ∇k−1a ∈ Ln(Ω), ∇ka ∈ Lq(Ω)

or

(3.9)2 1 < q < n, ∇kw ∈ Ln(Ω), ∇k−1a ∈W 1,n(Ω),

or

(3.9)3 1 < q < n, ∇kw ∈ Ln(Ω), ∇k−1a ∈ W 1,q(Ω),

or

(3.9)4 (k − 1)q > n, ∇kw ∈ Lq(Ω), ∇k−1a ∈ W 1,q(Ω),

or

(3.9)5 (k − 1)q > n, ∇kw ∈ Lq(Ω), ∇k−1a ∈W 1,n(Ω),

then

(3.10) λ‖z‖s,q ≤ ‖f‖s,q + αϑi+2‖z‖s,q

(here index i corresponds to (3.9)i, i = 1, . . . 5 and ϑi+2 are defined in (2.11)).
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Proof of Lemma 3.1, 3.2 and 3.3: Multiply (1.1) by |z|q−2z and integrate
over Ω. We have, only using obvious integration by parts,

λ‖z‖q
0,q =

∫

Ω
|z|q−2zf dx− 1

q

∫

Ω
|z|q div w dx +

∫

Ω
|z|qa dx

which yields, by the Hölder and Young inequalities applied to the first integral

(3.11) λ‖z‖q
0,q ≤ ‖f‖q

0,q + c
(
|w|C1 + |a|C0

)
‖z‖q
0,q.

Differentiate (1.1) by taking ∇r, r = 1, 2, . . . k, to obtain

(3.12) λ∇rz = −w·∇∇rz−
∑

i+j=r
0≤j≤r−1

∇iw·∇∇jz−∇raz−
∑

i+j=r
0≤i≤r−1

∇ia∇jz+∇rg.

Multiplying (3.12)r scalarly by |∇rz|q−2∇z and integrating over Ω, we obtain

(3.13) λ‖∇rz‖0,q =
5∑

m=1

Ir
m

where the integrals Ir
m are defined and estimated as follows:

(3.14)

Ir
1 = −

∫

r

[
w · ∇∇rz

]
:
[
|∇rz|q−2∇rz

]
dx =

= −1
q

∫

Ω
w · ∇

(
|∇rz|q

)
dx =

1

q

∫

Ω
div w|∇rz|q dx ≤ c|w|C1‖∇rz‖q

0,q .

(The process above needs some explanation, especially for r = k, see the last part
of this proof.)

(3.15)

Ir
2 =

∑

i+j=r
0≤j≤r−1

∫

Ω

[
∇iw · ∇∇jz

]
:
[
|∇rz|q−2∇rz

]
dx ≤

≤





c|w|Ck‖∇z‖q
r−1,q (1 ≤ r ≤ k)

c|w|Ck−1‖∇z‖q
r−1,q (1 ≤ r ≤ k − 1)

∑
i+j=k
1≤j≤k−1

i<k

∫
Ω |∇iw| |∇∇jz| |∇kz|q−1 dx+

∫
Ω |∇kw| |∇z| ∇kz|q−1 dx

≤ c|w|Ck−1‖∇z‖q
k−1,q +

{
‖∇kw‖0,n‖∇z‖0,nq/(n−q)‖∇z‖q−1

k−1,q

‖∇kw‖0,q|∇z|
C0‖∇z‖q−1

k−1,q

}

≤ c|w|Ck−1‖∇z‖q
k−1,q +

{
‖∇kw‖0,n‖∇2z‖0,q‖∇z‖q−1

k−1,q (r=k, 1<q<n)

‖∇kw‖0,q‖∇z‖q
k−1,q (r=k, (k−1)q>n)
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(3.16)

Ir
3 = −

∫

Ω
(∇rz) : (|∇rz|q−2∇rz) dx ≤

≤






|a|Ck‖z‖q
r,q (r ≤ k)

|a|Ck−1‖z‖0,q‖∇rz‖q−1
0,q ≤ |a|Ck−1‖z‖q

r,q (r ≤ k − 1)
|a|Ck−2‖z‖0,q‖∇rz‖q−1

0,q ≤ |a|Ck−2‖z‖q
r,q (r ≤ k − 2)

‖∇ra‖0,n‖z‖0,nq/(n−q)‖∇rz‖q−1
0,q ≤ ‖∇ra‖0,n‖∇z‖0,q‖∇rz‖q−1

0,q

(1 < q < n, r ≤ k)

‖∇ra‖0,q|z|C0‖∇rz‖q−1
0,q ≤ ‖∇ra‖0,q‖z‖q

r,q (r = k, k − 1, kq > n)

(3.17)

Ir
4 =

∑

i+j=r
0≤i≤r−1

∫

Ω
(∇ia∇jz) : (|∇rz|q−2∇rz) dx ≤

≤





|a|Ck−1‖z‖q
r,q

|a|Ck−2‖z‖q
r,q (r ≤ k − 1)

∑

i+j=k−1
0≤i≤k−2

∫
Ω |∇ia||∇jz|∇rz|q−1 dx

≤
{
|a|Ck−2‖∇z‖q

k−1,q +

{ ‖∇k−1a‖0,n‖∇z‖0,nq/(n−q)‖∇z‖q−1
k−1,q

‖∇k−1a‖0,q|∇z|C0‖∇rz‖q−1
k−1,q

}

≤
{

‖∇k−1a‖0,n‖∇2z‖0,q‖∇z‖q−1
k−1,q (r = k, 1 < q < n)

‖∇k−1a‖0,q‖∇z‖q
k−1,q (r = k, (k − 1)q > n)

(3.18) Ir
5 =

∫

Ω
∇rf : |∇rz|q−2∇rz dx ≤ ‖∇rf‖0,q‖∇rz‖q−1

0,q

Taking into account (3.11), (3.13) and (3.14)–(3.18), we verify the statements of
Lemmas 3.1–3.3.
The only thing desiring an explanation is the calculation in (3.14) for r = k.

Put

y =

{ ∇kz if x ∈ Ω
0 if x /∈ Ω

and extend w continuously to Rn (hence w ∈ C1(Rn
)). By Corollary 2.2

(3.19) w · ∇yε → w · ∇y in Lq(Ω)
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(for definition of yε see (2.8)). We have

(3.20) −
∫

Ω∩BR

(w · ∇yε)(|yε|q−2yε) dx =

=
1

q

∫

Ω∩BR

div w|yε|q dx − 1
q

∫

∂BR

w · ν|yε|q dS.

Since R2
∫
∂B1

|yε|q dω ∈ L1(0,+∞) uniformly with respect to ε (dω is an infini-
tesimal element on the unit sphere), there exists a sequence {Ri}+∞i=1 , Ri → +∞
such that R2i

∫
∂B |yε|q dω → 0. Writing (3.20) with R = Ri and passing to the

limit i→ +∞, we get

(3.21) −
∫

Ω
(w · ∇yε) : (|yε|q−2yε) dx =

1

q

∫

Ω
div w|yε|q dx.

By ε → 0, we get, due to (3.19) and (2.10), estimate (3.14). The proofs of
Lemmas 3.1–3.3 are thus complete. �

Remark 3.1. The reader easily sees that the constant α0 in Lemma 3.1 is, in
fact, independent of q (this is not the case in Lemmas 3.2 and 3.3). The above
fact is seen from the proofs; we find from (3.11), (3.14), (3.15), (3.16), (3.17) and
(3.18) that

λ‖z‖k,q ≤ c

{[(
1 +
1

q

)
|w|εk + |a|εk

]
‖z‖k,q + ‖f‖k,q

}

with c > 0 independent of q. This remark is very important in the part II of the
paper (forthcoming [N4]), for deriving estimates in Hölder spaces.

4. Auxiliary existence theorems in Rn

We begin this section by recalling one well known existence result of B. da
Veiga [BV1, Theorem 2.1], which holds for bounded domains.

Lemma 4.1. Let k = 1, 2, . . . , ℓ = 1, . . . , k, 1 < q < +∞, λ > 0, G be a bounded
domain in Rn with ∂G ∈ Ck+2. Let

a,w ∈ Ck(G), f ∈W k,q(G) ∩W ℓ,q
0 (G), w · ν | ∂G = 0.

Then there exists a constant αG (depending of k, q, G and independent of λ)
such that if αGϑ0 < λ, then there exists just one solution

z ∈W k,q(G) ∩W ℓ,q
0 (G)

of problem (1.1)λ>0 which satisfies estimate

(4.1) ‖z‖k,q ≤ 1

λ− αGϑ0
‖f‖k,q.

(For definition of ϑ0 see (2.11).)

In the next step, we extend this lemma to the whole space Rn. The following
statement is the starting point of all proofs of existence theorems (see the following
sections).
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Lemma 4.2. Let k = 1, 2, . . . , Ω = Rn and

a,w ∈ Ck(R
n
), f ∈ W k,q(Rn).

Then there exists a constant α2 > 0 (see Remark 2.1)
(1), such that if α2ϑ0 < 1,

then there exists just one solution of problem (1.1) z ∈ W k,q(Rn) satisfying
estimate

(4.2) ‖z‖k,q ≤ 1

λ− α2ϑ0
‖f‖k,q

(for definition of ϑ0 see (2.11)).

Proof: Consider in Ω(R) = Bκ(R) (see (2.5)) the following auxiliary problem for

unknown function zR:

(4.3) λzR + (wψR) · ∇zR + azR = f.

(The cut off function ψR is defined in (2.4).) In virtue of Lemma 4.1, there exists
αR > 0 (dependent possibly of R) such that if

αRϑ0R < λ, ϑ0R = |a|Ck + |wψR|Ck ,

then there exists a (unique) solution of (4.3) zR ∈ W k,q(Ω(R)). In virtue of

Lemma 3.1, there exists α0 > 0 (independent of R and λ (see Remark 2.1)) such
that

λ‖zR‖k,q,Ω(R) ≤ ‖f‖k,q,Ω(R) + α0ϑ0R‖zR‖k,q,Ω(R) .

Let w, a be such that α0ϑ0 < λ; hence α0ϑ0R < λ for R > R0, R0 sufficiently
great (recall that in virtue of (2.5), ϑ0R → ϑ0 as R → +∞). Suppose that
λ < αRϑ0R < λ (in this case, Lemma 4.1 does not guarantee the existence of

a solution). Nevertheless, it guarantees existence of a solution z′R ∈ W k,q(Ω(R))

of the problem

λz′R + (wψR) · ∇z′R + az′R = f + (λ− λ)ξ,

where ξ is an arbitrary element of W k,q(Ω). This solution satisfies estimate

(λ− αRϑ0R)‖z′R‖k,q,Ω(R) ≤ ‖f‖k,q,Ω(R) + (λ − λ)‖ξ‖k,q,Ω(R).

One easily verifies that the (linear) map Tξ = z′R is, in virtue of the last inequality,

a contraction inW k,q(Ω(R)). As a consequence, it possesses a (unique) fixed point

(say zR) which obviously satisfies equation (4.3) and estimate

(4.4) ‖zR‖k,q,Ω(R) ≤
1

λ− α0ϑ0R
‖f‖k,q,Ω(R).

(1) The constant α2 is independent of q, see Remark 3.1.
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Further, we proceed by the method of invading domains (cf. Leray [L], or Heywood
[H]). We start with some R > 0 “sufficiently large” and denote Ri = R + i

(i = 1, 2, . . . ). Consider a sequence of solutions {zRi
≡ zi}+∞i=1 of the problem

(4.3) in Ω(Rs). For any fixed ℓ > 0 there exists a subsequence {zi(ℓ)}+∞ℓ=1 and

z(ℓ) ∈W k,q(Ω(Rs)) such that

zi(ℓ) → z(ℓ) weakly in W k,q(Ω(Rs)),

zi(ℓ) → z(ℓ) strongly in W k−1,q(Ω(Rs)).

If s > ℓ, one can choose a subsequence of {zi(ℓ)}+∞ℓ=1 which converges strongly

in W k−1,q(Ω(Rs)) and weakly in W
k,q(Ω(Rs)) to z(s) ∈ W k,q(Ω(Rs)). Clearly

z(s)(x) = z(ℓ)(x) for x ∈ Ω(Rs). We can thus define a function z in Ω

z(x) = z(s)(x) provided x ∈ Ω(Rs).

We see that
z ∈W k,q

loc (R
n);

it satisfies equation

∫

Rn
(zϕ− z∇ · vϕ+ azϕ) dx =

∫
gϕ dx

for any ϕ ∈ C∞0 (Rn). Due to (4.4)

‖z(s)‖k,q,Ω(Rs)
= ‖z‖k,q,Ω(Rs)

≤ 1

1− α2ϑ0
‖f‖k,q,Rn

for a suitable α2 > 0. This yields, when s→ +∞,

z ∈ W k,q(Rn)

and estimate (4.2). Moreover, equation (1.1) is satisfied a.e. in Rn. Uniqueness
is obvious. The proof of Lemma 4.2 is thus complete. �

Lemma 4.3. Let

(i) k = 1, 2, . . . , 1 < q < +∞, Ω = Rn, f ∈ W k,q(Rn),
a,w ∈ (3.1) ∩ (3.4)j , j = 1 or 2 (see Lemma 3.2)

or

(ii) k = 2, 3, . . . , 1 < q < +∞, Ω = Rn, f ∈ W k,q(Rn),
a,w ∈ (3.1) ∩ (3.9)j , j = 1 or 2 or 3 or 4 or 5 (see Lemma 3.3).
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Then there exists a constant α3 > 0 (see Remark 2.1) such that if α3ϑj < λ (case
(i)) for at least one j or if α3ϑj+2 < λ (case (ii)) for at least one j (ϑj is defined

in (2.11)), then we have:

There exists just one solution of problem (1.1) z ∈W k,q(Rn) satisfying estimate

(4.5)1 ‖z‖k,q,Rn ≤ 1

λ− α3ϑj
‖f‖k,q,Rn (j = 1, 2 — case (i))

or

(4.5)2 ‖z‖k,q,Rn ≤ 1

λ− α3ϑj+2
‖f‖k,q,Rn (j = 1, . . . , 5 — case (ii)).

Proof: We prove only Lemma 4.3 (i). The proof of statement (ii) is similar.
Take α2 > 0 from Lemma 4.2 and suppose α2ϑ0 < λ. Then there exists a solution
z ∈ W k,q(Rn) of problem (1.1). Take α0 from Lemma 3.2 and suppose α0(ϑ0 +
ϑi) < λ, i = 1, . . . , 7. Then estimate (4.5)1 follows by Lemma 3.2. Suppose that
λ < α0(ϑ0 + ϑi) < λ and α2ϑ0 < λ. Then, by the previous reasoning, for any

ξ ∈ W k,q(Rn) there exists a solution z′ ∈W k,q(Rn) of problem

λz′ + w · ∇z′ + az′ = f + (λ − λ)ξ

which satisfies, by Lemma 3.2, estimate
(
λ− α0ϑi

)
‖z′‖k,q,Rn ≤ c

(
‖f‖k,q,Rn + (λ− λ)‖ξ‖k,q,Rn

)
.

The last inequality yields the contraction of the map Tλξ = z
′, in W k,q(Rn) and

existence of a fixed point z. It is easy to verify that z satisfies problem (1.1) and
estimate (4.5)1. �

5. Existence of solutions in Sobolev spaces for Ω ∈ B(k).
Lemmas 4.2–4.3 give existence of solutions in Sobolev spaces in Ω = Rn. Here

we prove existence and uniqueness of solutions for domains of class B(k) (in par-
ticular for bounded and exterior domains with sufficiently smooth boundary, for
Ω = Rn or Ω = Rn

+) for small a,w (in appropriate norms) under two different sets
of assumptions on the regularity of a,w. Theorem 5.1 is an easy consequence of
Lemma 4.2. Theorems 5.2, 5.3, for bounded domains, give practically the same
results as B. da Veiga’s Theorem 2.1∗ in [BV1], however, under less assumptions

on the regularity of the boundary. For another domains of class B(k) (e.g. exte-
rior, etc.), as far as the author knows, the results are new. In the second part of
this section we investigate solutions in weighted Sobolev spaces (see Theorems 5.4
and 5.5). Third part of this section is devoted to the investigation of the regu-
larity of solutions (see Theorem 5.6). Finally, we investigate existence of weak
solutions in Lebesgue spaces (Theorem 5.7) and the decay of continuous solutions
(Theorem 5.8). All presented results are important in applications in the theory
of compressible fluids.
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5.1 Existence of solutions in Sobolev spaces

Theorem 5.1. Let k = 1, 2, . . . , 1 < q < +∞, ℓ = 1, . . . k, Ω ∈ B(k). Let

(5.1)
w ∈ Ck(Ω), w · ν | ∂Ω = 0, a ∈ Ck(Ω),

f ∈ W k,q(Ω) ∩W ℓ,q
0 (Ω).

Then there exists a constant α1 > 0 (see Remark 2.1)
(1) such that if

α1ϑ0 < λ,

then there exists just one solution

z ∈ W k,q(Ω) ∩W ℓ,q
0 (Ω)

satisfying estimate

‖z‖k,q ≤ 1

λ− α1ϑ0
‖f‖k,q.

For definition of ϑ0 see (2.11).

Theorem 5.2. Let k = 1, 2, . . . , 1 < q < +∞, ℓ = 1, . . . , k, Ω ∈ B(k). Let

(5.2)
w ∈ Ck(Ω), w · ν | ∂Ω = 0, a ∈ Ck−1(Ω),

f ∈W k,q(Ω) ∩W ℓ,q
0 (Ω).

Then there exists a constant α1 > 0 (see Remark 2.1) such that:

(a) If

(5.3)1 kq > n, ∇ka ∈ Lq(Ω),

and
α1ϑ1 < λ

or if

(5.3)2 1 < q < n, ∇ka ∈ Ln(Ω),

and
α1ϑ2 < λ,

then there exists just one solution of problem (1.1)

z ∈W k,q(Ω) ∩W ℓ,q
0 Ω

such that

(5.4) ‖z‖k,q ≤ 1

λ− α1ϑi
‖f‖k,q

(where i = 1, 2, refers to (5.3)i and ϑi is defined in (2.11)).

(1) The constant α1 in Theorem 5.1 is, in fact, independent of q, see Remark 3.1.
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(b) If
a = 0

and

(5.5)1 α1ϑ
′
1 < 1

or

(5.5)2 1 < q < n, ∇a ∈ W k−1,n(Ω)

and
α1ϑ

′
2 < λ

then the solution satisfies estimate

(5.6) ‖∇z‖k−1,q ≤ 1

λ− α1ϑ
′
i

‖∇f‖k−1,q.

(Here i = 1, 2 refers to (5.5)i and ϑ
′
i is defined in (2.11).)

Theorem 5.3. Let k = 2, 3, . . . , 1 < q < +∞, kq > n, ℓ = 1, . . . , k, and

Ω ∈ B(k). Let

w ∈ Ck−1(Ω), w · ν | ∂Ω = 0, a ∈ Ck−2(Ω),(5.7)

f ∈W k,q(Ω) ∩W ℓ,q
0 (Ω).(5.8)

Then there exists a constant α1 (see Remark 2.1) such that we have:
If

(5.9)1 1 < q < n, ∇kw ∈ Ln(Ω), ∇k−1a ∈ Ln(Ω), ∇ka ∈ Lq(Ω)

and
α1ϑ3 < λ

or

(5.9)2 1 < q < n, ∇kw ∈ Ln(Ω), ∇k−1a ∈ W 1,n(Ω)

and
α1ϑ4 < λ

or

(5.9)3 1 < q < n, ∇kw ∈ Ln(Ω), ∇k−1a ∈W 1,q(Ω)

and
α1ϑ5 < λ
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or

(5.9)4 (k − 1)q > n, ∇kw ∈ Lq(Ω), ∇k−1a ∈W 1,q(Ω)

and

α1ϑ6 < λ

or

(5.9)5 (k − 1)q > n, ∇kw ∈ Lq(Ω), ∇k−1a ∈ W 1,n(Ω)

and

α1ϑ7 < λ

then there exists just one solution of problem (1.1)

z ∈ W k,q(Ω) ∩W ℓ,q
0 (Ω)

satisfying estimate

(5.10) ‖z‖k,q ≤ 1

λ− α1ϑi+2
‖f‖k,q.

(Here i = 1, . . . , 5 refers to (5.9)i. For definition of ϑj see (2.11).)

Proof of Theorems 5.1, 5.2 and 5.3: We prove only Theorem 5.3 under
assumption (5.9)1. The other cases and Theorems 5.1, 5.2 follow by the same
(even technically easier) arguments, and therefore are left to the reader.

By Definition 2.1 (since Ω ∈ B(k)), there exists a continuous extension of a, w,
f (denoted again a, w, f)

a ∈ Ck−2(R
n
), ∇k−1a ∈ Ln(Rn), ∇ka ∈ Lq(Rn),

w ∈ Ck−1(R
n
), ∇kw ∈ Ln(Rn), f ∈W k,q(Rn).

For the sequences of mollified functions (see (2.7)–(2.9))

{
a1/s

}+∞
s=1

,
{
w1/s

}+∞
s=1

(
a1/s ∈ Ck(R

n
), w1/s ∈ Ck(R

n
)
)

we have, in virtue of (2.10),

w1/s → w in Ck−1(R
n
), ∇kw1/s → ∇kw in Ln(Rn),

a1/s → a in Ck−2(R
n
), ∇k−1a1/s → ∇k−1a in Ln(Rn),

∇ka1/s → ∇ka in Lq(Rn).
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Put ϑ3,s = ϑ3(w1/s, a1/s). In virtue of Lemma 4.3, there exists a constant α
′ > 0

(independent of λ, s) such that if α′ϑ3,s < λ, then we have a solution

zs ∈W k,q(Rn)

of problem

(5.11) λzs + w1/s · ∇zs + a1/szs = f in R
n

satisfying estimate

‖zs‖k,q,Rn ≤ 1

λ− α′ϑ3,s
‖f‖k,q,Rn.

Since ϑ3,s → ϑ3 as s→ +∞, we have also for s sufficiently large

(5.12) ‖zs‖k,q,Rn ≤ 1

λ− α′ϑ3
‖f‖k,q,Rn.

On the other hand, the difference zs − zs′ satisfies equation

(zs − zs′) + w1/s · ∇(zs − zs′) + a1/s(zs − zs′) =

= zs′(a1/s′ − a1/s) +∇zs′ · (w1/s′ − w1/s).

We estimate
∥∥zs′

(
a1/s′ − a1/s

)∥∥
k−1,q ≤

∥∥zs′
∥∥
0, nq

n−q

∥∥∇k−1(a1/s′ − a1/s

)∥∥
0,n

+
∥∥zs′

∥∥
k−1,q

∣∣a1/s′ − a1/s

∣∣
Ck−2

≤
∥∥zs′

∥∥
k−1,q

(∣∣a1/s′ − a1/s

∣∣
Ck−2 +

∥∥∇k−1(a1/s′ − a1/s

)∥∥
0,n

)
,

∥∥∇zs′ ·
(
w1/s′ − w1/s

)∥∥
k−1,q

≤
∥∥∇zs′

∥∥
k−1,q

∣∣w1/s′ − w1/s

∣∣
Ck−1 .

This yields, by Lemma 3.3, that the sequence {‖zs‖}+∞s=1 is a Cauchy sequence in

W k−1,q(Rn). Moreover, by (5.12), it is also bounded in W k,q(Rn). Therefore

zs → z strongly in W k−1,q(Rn),

zs → z weakly in W k,q(Rn)

at least for a chosen subsequence. It is straightforward to show (by passing to
the limit s → +∞ in (5.11)) that z solves problem (1.1) in Rn. The restriction
z |Ω on Ω (denoted again z) obviously satisfies (1.1) in Ω. Estimate (5.10) follows
directly from (5.12).

The only thing left to be shown is z ∈ W
ℓ,q
0 (Ω). It is enough to do it in

the case Ω = Rn
+. The general case of the “curved” boundary ∂Ω can be trans-

formed to the previous one by the localisation technique explained in Example 2.1.
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First take ℓ = 1. Suppose, without loss of generality, that ∂Rn
+ = {x′ : x′ =

(x1, . . . , xn−1) ∈ Rn−1} = Rn−1. Multiply the equation (1.1) by |z|q−2z and
integrate over Rn−1. For the most complicated integral, we have, in particular,∫
Rn−1 w·(∇z)|z|q−2z dx =

∫
Rn w·(∇′z)|z|q−2z dx, where∇′ = ( ∂

∂x1
, . . . , ∂

∂xn
); the

term containing the expression wn · ∂z
∂xn
vanishes due to the condition w·ν | ∂Ω = 0.

Therefore, we get, after some calculation

‖z‖0,q,Rn−1 ≤ 1

λ− α1ϑ3
‖f‖0,q,Rn−1.

This yields the proof for ℓ = 1. If ℓ > 1, we proceed by induction. �

Remark 5.1. Here we give several sufficient conditions on a, w, to satisfy as-
sumptions of Theorems 5.2 or 5.3.

(i) Let Ω be a bounded domain (∂Ω ∈ Ck) and

(5.13) w ∈W k+1,q(Ω) ∩W 1,q0 (Ω), a ∈ W k,q(Ω).

(i)1 If n ≥ 2, q > n, k = 1, 2, . . . , then a,w ∈ (5.13) satisfy assumptions (5.2)
and (5.3)1.

(i)2 If
n

n−1 < q < n, k = (n − 1), . . . , then a,w ∈ (5.13) satisfy assumptions
(5.7) and (5.9)1, (5.9)3, (5.9)4.

For applications of (i) to compressible fluids, see B. da Veiga [BV3] (n = 3,
k = 1, 2, . . . , q > 3), Novotný [N1] (n = 3, k=2,3, . . . , q = 2).

(ii) Let Ω be an exterior domain to some compact region Ωc (∂Ω ∈ Ck).

(ii)1 Let a, w be such that

(5.14) there exists w∞ ∈ R
n such that w − w∞ ∈ L

nt
n−t (Ω),

and

(5.15)
w | ∂Ω, w ∈ W

2,t
loc(Ω) ∩W

k+1,q
loc (Ω), ∇w ∈W 1,t(Ω) ∩W k,q(Ω)

a ∈ W 1,t(Ω) ∩W k,q(Ω)

where
1 < t < n, q > n, k = 1, 2, . . . .

Then a, w satisfy assumptions (5.2) and (5.3)1.

(ii)2 Let a, w be such that

(5.16) there exists w∞ ∈ R
n such that w − w∞ ∈ L

nq
n−q (Ω),

and

(5.17) w | ∂Ω = 0, w ∈ W
k+1,q
loc (Ω), ∇w ∈W k,q(Ω), a ∈W k,q(Ω)

where n

n− 1 < q < n, k = (n− 1), n, . . . .

Then a, w satisfy assumptions (5.7), (5.9)4.
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For applications of (ii) see Novotný, Padula [NP1] (n = 3, k = 1, 2, . . . , 3/2 <
t < 3, q < 3), Novotný [N1] (n = 3, k = 2, . . . , q = 2), Novotný, Penel [NPe]. For
another applications for 2-D exterior domains see Galdi, Novotný, Padula [GNP].

Remark 5.2. We have the following consequence of the former proof. Let z be
a solution of problem (1.1) guaranteed by Theorem 5.1 or 5.2 or 5.3 (i.e. a, w,

f satisfy all assumptions of at least one of these theorems). Denote by ã, w̃, f̃
a continuous extension of a, w, f to Rn (i.e. in the case of assumptions (5.7),

(5.8), (5.9)1 ã ∈ Ck−1(Rn), ∇k−1ã ∈ Ln(Rn), ∇kã ∈ Lq(Rn), w̃ ∈ Ck−1(R
n
),

∇kw̃ ∈ Ln(Rn), etc.). If a, w are sufficiently small in corresponding norms, then
(due to continuity of extension) ã, w̃ are also sufficiently small in corresponding
norms, such that there exists (in virtue of Theorem 5.1 or 5.2 or 5.3 with Ω = Rn)
a unique solution z̃ of the problem

λz̃ + w̃ · ∇z̃ + ãz̃ = f̃ in R
n.

Then obviously
z = z̃ |Ω.

5.2 Existence of solutions in weighted Sobolev spaces
Let Ω ⊂ Rn be an unbounded domain in at least one direction. We introduce

the weights

(5.18) g ∈ Ck(Ω), g(x) > 0, g(x)→ +∞ as x = te→ +∞,

at least for one direction e ∈ Rn, such that te ∈ Ω, t > t0. We define weighted

Sobolev spaces W k,q
(g)
(Ω), k = 1, 2, . . . , 1 < q < +∞, as follows

(5.19) u ∈ W
k,q
(g)
(Ω) if and only if ug ∈W k,q(Ω).

The corresponding norm reads

(5.20) ‖u‖(g),k,q ≤ ‖ug‖k,q,Ω.

Last but not least introduce

(5.21)






ϑ
k,q
(g)i
= ϑ

k,q
i +

∑k
s=0

∑s
α=0

∣∣∣∇1+s−α ln g∇αw
∣∣∣
C0

(i = 0, 1, 2)

ϑ
k,q
(g)j
= ϑ

k,q
j +

∑k−1
s=0

∑s
α=0

∣∣∣∇1+s−α ln g∇αw
∣∣∣
C0

+
∑k−1

α=0

∣∣∣∇1+k−α ln g∇αw
∣∣∣
C0
+

∥∥∥∇ ln g∇kw
∥∥∥
0,n

(j = 3, 4, 5)

ϑ
k,q
(g)i
= ϑ

k,q
i +

∑k−1
s=0

∑s
α=0

∣∣∣∇1+s−α ln g∇αw
∣∣∣
C0

+
∑k−1

α=0

∣∣∣∇1+k−α ln g∇αw
∣∣∣
C0
+

∥∥∥∇ ln g∇kw
∥∥∥
0,q

(i = 6, 7).
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The most usual weights in applications are e.g. g(x) = eβ|x|, β > 0 or g(x) =

(1+ |x|)β , β > 0, in the case of Rn, Rn
+ or Ω exterior and g(x) = e

β
√
1+x2n in the

case of the pipe (2.2). For application of the latter case to compressible fluids see
Padula, Pileckas [PP].

Theorem 5.4. Let k = 1, 2, . . . , 1 < q < +∞, Ω ∈ B(k) be a domain unbounded
in at least one direction. Let g be a weight (5.18) and ϑ(g)i (i = 0, 1, 2, ) be

defined in (5.21). Suppose that

(5.22)
w ∈ Ck(Ω), ∇s+1−α ln g∇αw ∈ C0(Ω) (α = 0, . . . , s; s = 0, . . . , k)

w · ν | ∂Ω = 0, a ∈ Ck−1(Ω), f ∈W k,q
(g)
(Ω).

Then there exist a constant α1 > 0 (see Remark 2.1) such that:

If

(5.23)1 kq > n, ∇ka ∈ Lq(Ω)

and

α1ϑ(g)1 < λ

or if

(5.23)2 1 < q < n, ∇ka ∈ Ln(Ω)

and

α1ϑ(g)2 < λ,

then there exists just one solution of problem (1.1) z ∈W k,q
(g)
Ω such that

(5.24) ‖z‖(g),k,q ≤ 1

λ− α1ϑ(g)i
‖f‖(g),k,q

(where i = 1, 2 refers to (5.23)i and ϑ(g)i are defined by (5.21)).

If we replace in (5.22) the hypothesis a ∈ Ck−1(Ω) by the hypothesis a ∈ Ck(Ω),
we have: There exists α1 > 0 (see Remark 2.1) such that if

α1ϑ(g)0 < λ,

then there exists just one solution z ∈ W
k,q
(g)
(Ω) which satisfies estimate (5.24)

with i = 0.
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Proof of Theorem 5.4: Define a map T : W k,q(Ω) → W k,q(Ω) which maps
ζ → ξ

(5.25) λξ + w · ∇ξ + aξ = gf − w · ∇g
g
ζ;

this map exists by Theorem 5.2, provided ϑi (see (2.11)) is sufficiently small.
We easily estimate

∥∥∥
w · ∇g
g

ζ
∥∥∥

k,q
≤

k∑

s=0

s∑

α=0

∣∣∣∇1+s−α ln g∇αw
∣∣∣
C0
‖ζ‖k,q.

Hence ξ satisfies estimate

(λ − α′1ϑi)‖ξ‖k,q ≤ ‖gf‖k,q + ϑ(g)i‖ζ‖k,q

with α′1 > 0.
Therefore, if ϑ(g)i < λ − α′1ϑi, T is a contraction and possess a (unique)

fixed point (say ξ). Set z = ξ
g ; then one easily verifies that z (∈ W k,q

(g)
(Ω))

is a solution of problem (1.1) and satisfies estimate (5.24). The uniqueness is
obvious. Theorem 5.4 is thus proved. �

Similarly we have (the proof is left to the reader)

Theorem 5.5. Let k = 2, 3, . . . , 1 < q < +∞ and Ω ∈ B(k) be a domain
unbounded in at least one direction. Let g be a weight which satisfies requirements
(5.18) and let ϑ(g)i (i = 3, . . . , 7) be constants defined in (5.21). Suppose that

(5.26)

w ∈ Ck−1(Ω), ∇s+1−α ln g∇αw ∈ C0(Ω), ∇1+k−α′

ln g∇α′

w ∈ C0(Ω)
(α′ = 0, . . . , k − 1, α = 0, . . . , s, s = 0, . . . , k − 1), w · ν | ∂Ω = 0,

a ∈ Ck−2(Ω), f ∈W k,q
g (Ω).

Then there exists a constant α1 (see Remark 2.1) such that we have:

If

(5.27)1 1 < q < n, ∇kw,∇ ln g∇kw ∈ Ln(Ω), ∇k−1a ∈ Ln(Ω), ∇ka ∈ Lq(Ω)

and

α1ϑ(g)3 < λ

or if

(5.27)2 1 < q < n, ∇kw,∇ ln g∇kw ∈ Ln(Ω), ∇k−1a ∈W 1,n(Ω)
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and
α1ϑ(g)4 < λ

or if

(5.27)3 1 < q < n, ∇kw,∇ ln g∇kw ∈ Ln(Ω), ∇k−1a ∈ W 1,q(Ω)

and
α1ϑ(g)5 < λ

or if

(5.27)4 (k − 1)q > n, ∇kw,∇ ln g∇kw ∈ Lq(Ω), ∇k−1a ∈ W 1,q(Ω)

and
α1ϑ(g)6 < λ

or if

(5.27)5 (k − 1)q > n, ∇kw,∇ ln g∇kw ∈ Lq(Ω), ∇k−1a ∈W 1,n(Ω)

and
α1ϑ(g)7 < λ.

Then there exists just one solution of problem (1.1)

z ∈W
k,q
(g)
(Ω)

satisfying estimate

(5.28) ‖z‖(g),k,q ≤ 1

λ− ϑ(g)i+2
‖f‖(g),k,q.

(Here i = 1, . . . , 5 corresponds to (5.27)i. For definition of ϑ(g)j see (5.21)).

5.3 Regularity of solutions
In this subsection we prove a result about the regularity of solutions. We

restrict ourselves only to the case a = div w (since it is most important in ap-
plications). The general case can be studied by the same method. Nevertheless,
the assumptions would be, due to the technical reasons, much more complicated.
Therefore, this case is omitted here.
The following theorem is very important in several applications to compressible

fluids, see e.g. Novotný, Padula [NP1], [NP3], Novotný [N1], Galdi, Novotný,
Padula [GNP] and Novotný, Penel [NPe].

Theorem 5.6. Let k,m = 1, 2, . . . , m ≤ k, 1 < q, p < +∞, Ω ∈ B(k). Let
w ∈ Ck(Ω), w · ν | ∂Ω = 0, a = div w, f ∈W k,q(Ω) ∩Wm,p(Ω).

Then there exists a constant α1 > 0 (see Remark 2.1) such that:

If

(5.29)1 kq > n, m < k, ∇ka ∈ Lq(Ω)
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and

α1η1 < λ, η1 = ϑ
(k,q)
1 + ϑ

(m,p)
0

or if

(5.29)2 kq > n, m = k, ∇ka ∈ Lq(Ω) ∩ Lp(Ω)

and

α1η2 < λ, η2 = ϑ
(k,q)
1 + ϑ

(m,p)
1

or if

(5.29)3 1 < q < n, m < k, ∇ka ∈ Ln(Ω)

and

α1η3 < λ, η3 = ϑ
(k,q)
2 + ϑ

(m,p)
0

or if

(5.29)4 1 < q, p < n, m = k, ∇ka ∈ Ln(Ω)

and

α1η4 < λ, η4 = ϑ
(k,q)
2 + ϑ

(m,p)
2

or if

(5.29)5 1 < q < n, mp > n, k = m, ∇ka ∈ Lq(Ω) ∩ Ln(Ω)

and

α1η5 < λ, η5 = ϑ
(k,q)
2 + ϑ

(m,p)
1 ,

then we have: There exists a unique solution of problem (1.2)

z ∈W k,q(Ω) ∩Wm,p(Ω)

such that

(5.30) ‖z‖k,q + ‖z‖m,p ≤ 1

λ− α1ηi

(
‖f‖k,q + ‖f‖m,p

)

(here i = 1, 2, 3, 4, 5 corresponds to (5.29)i and ϑj are defined in (2.11)).

Proof: We prove the theorem under assumption (5.29)1. The other cases are
similar and are left to the reader. According to Remark 5.2, it is sufficient to
investigate only the case Ω = Rn. According to Theorems 5.1 and 5.2, there
exist solutions of problem (1.1), z1 ∈ W k,q(Rn), z2 ∈ Wm,p(Rn) (provided η1 is



70 A.Novotný

sufficiently small). Denote by z̃ the difference z̃ = z1 − z2. It obviously satisfies
equation

(5.31) λz̃ + w · ∇z̃ + div wz̃ = 0 a.e. in R
n.

Using mollifier, we get for mollified z̃

(5.32) λz̃ε + w · ∇z̃ε + div wz̃ε = rε in R
n

where rε = w · ∇z̃ε − (w · ∇z̃)ε.
Obviously (cf. Corollary 2.1)

(5.33)
rε → 0 in Ls0

loc(Ω), 1 ≤ s0 ≤ min(p, q),
rε → 0 a.e. in R

n.

Multiply (5.32) by ψR ϕ, where ψR is cut-off function (2.4) (with R sufficiently
great) and ϕ ∈ W 1,t0(Rn) (t0 ≥ max(p, q, p′, q′), p′ = p/(p− 1), q′ = q/(q − 1)).
We get, after integration by parts,

(5.34)

∫

Rn
z̃εψR(λϕ− w · ∇ϕ) dx =

∫

Rn
rεψR ϕdx+

∫

Rn
∇ψR · wzεϕdx.

Let F ∈ C∞0 (Rn). Then Theorem 5.1 and Remark 3.1 guarantee, for ϑ0(w, 0)
(≤ η1) sufficiently small, existence of a unique solution

ϕ ∈W 1,t0(Rn)

of the problem
λϕ− w · ∇ϕ = F

which satisfies estimate

(5.36) ‖ϕ‖1,s ≤ 1

λ− α1ϑ0
‖F‖1,s

with α1 independent of s for any 1 < s ≤ t0. We estimate
∣∣∣
∫

Rn
rεψR ϕdx

∣∣∣ ≤ c(R)‖rε‖0,t′0,Bχ(R)
‖ϕ‖0,t0,Bχ(R)

∣∣∣
∫

Rn
∇ψR · z̃εϕdx

∣∣∣ ≤ |w|C0
[
‖z1ε‖0,q‖∇ψR ϕ‖0,q′ + ‖z2ε‖0,p‖∇ψR ϕ‖0,p′

]

≤ |w|C0
(
‖z1‖0,q + ‖z2‖0,p + δ′

)[
‖∇ψR ϕ‖

0,q′,eΩR
+ ‖∇ψR ϕ‖

0,p′,eΩR

]

for ε sufficiently small and certain δ′ > 0 (for definition of χ(R) and Ω̃R see (2.5)).
The r.h.s. of the first inequality tends to 0 (for R fixed) as ε → 0 due to (5.33).
The r.h.s. of the second inequality tends to 0 by (2.6) and (5.36), as R → +∞.
We therefore have, in virtue of (5.34),

lim
R→+∞

(
lim
ε→0

∣∣∣
∫

Rn
z̃εψRF dx

∣∣∣
)
≤ lim

R→+∞

∣∣∣
∫
z̃ψR dx

∣∣∣ =
∣∣∣
∫

Rn
z̃F dx

∣∣∣ = 0

for every F ∈ C∞0 (Ω). This yields z̃ = 0. The other is obvious. �
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5.4 Existence of weak solutions in Lq-spaces
A function z ∈ Lq(Ω) is called a weak solution of problem (1.1) if and only if

it satisfies integral identity

(5.37)

∫

Ω
z(λϕ− w · ∇ϕ+ (a− div w)ϕ) dx =

∫

Ω
fϕ dx

for any ϕ ∈ C∞0 (Ω). It is seen that this solution is, in fact, strong. Indeed, if
z ∈ Lq(Ω), then the distribution w · ∇z ∈ Lq(Ω) as a consequence of identity
(1.1), and thus (1.1) holds a.e. in Ω. We have the following statement

Lemma 5.1. Let 1 < q <∞, Ω ∈ B(1) and

(5.38) a ∈ C0(Ω), w ∈ C1(Ω), w · ν | ∂Ω = 0, f ∈ Lq(Ω).

Then there exists a positive constant α0 > 0 (see Remark 2.1) such that we have:
Let z ∈ Lq(Ω) be a weak solution of problem (1.1), then

(5.39) λ‖z‖0,q ≤ ‖f‖0,q + α0ϑ10‖z‖0,q.

Recall that (see (2.11))

(5.40) ϑ10 = |a|C0 + |w|C1 .

Proof: is similar as that one of Lemma 3.1. We want to derive estimate (3.11).
Since z ∈ Lq(Ω), also w · ∇z ∈ Lq(Ω) and equation (1.1) holds a.e. in Ω. We
multiply it by |z|q−2z, integrate over Ω. For estimating term

∫
Ω w ·∇z|z|q−2z dx,

we use the reasoning (3.19)–(3.21) with y = z. The rest of the proof is obvious.
�

Having Lemma 5.1, we can formulate the following theorem, which gives a
statement similar to Theorem 5.1, in the case of only Lq-summable r.h.s.

Theorem 5.7. (a) Let 1 < q <∞, Ω ∈ B(1) and

(5.41) a ∈ C0(Ω), w ∈ C1(Ω), w · ν | ∂Ω = 0, f ∈ Lq(Ω).

Then there exists a positive constant α0 > 0
(1) (see Remark 2.1) such that we

have: If

(5.42) α1ϑ10 < λ,

then there exists just one solution z ∈ Lq(Ω) of problem (1.1) satisfying estimate

(5.43) ‖z‖0,q ≤ 1

λ− α1ϑ10
‖f‖0,q.

(1) The constant α1 in Theorem 8.1 is, in fact, independent of q, see Remark 3.1.
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(b) Let a, w satisfy (5.41) and let g be a weight (5.18). Suppose moreover that
w · ∇ ln g ∈ C0(Ω). Then the statement of the theorem holds true if we replace
Lq(Ω) by Lq

(g)
(Ω) =W 0,q

(g)
(Ω), ‖ · ‖k,q by ‖ ‖(g),k,q (see (5.19)–(5.20)) and ϑ10 by

ϑ10(g) = ϑ10 + |w · ∇g
g |C0 .

Proof: We perform the proof only for Ω = Rn; the general case Ω ∈ B(1) can
be treated standardly by the extension method.
Firstly, consider equation

(5.44) λz(ε) + w · ∇z(ε) + aεz(ε) = fε, ε > 0

with aε, fε being mollified a and f , respectively (cf. (2.8)) and z(ε) being the

unknown function. Let α0 = max(α0, α1), where α0, α1 are defined in Lemma 3.1
and Theorem 5.1, respectively. If

α0ϑ10ε = α0(|aε|C1 + |w|C1) < λ,

then, in virtue of Theorem 5.1, there exists just one solution z(ε) ∈ W 1,q(Ω),
which satisfies estimate

(5.45) ‖z(ε)‖0,q ≤ 1

λ− α1ϑ10ε
‖fε‖0,q.

If
λ > α0

(
|aε|C1 + |w|C1

)
> α0

(
|aε|C0 + |w|C1

)
,

then for any ξ ∈ Lq(Ω), there exists a (unique) solution z(ε) ∈W 1,q(Ω) of problem

(5.46) λz(ε) + w · ∇z(ε) + aεz(ε) = fε + (λ− λ)ξ.

It satisfies estimate

(5.47) (λ− αoϑ10ε)‖z(ε)‖0,q ≤ ‖fε‖0,q + (λ− λ)‖ξ‖0,q.

Define z ∈ Lq(Ω) as a limit limε→0 z(ε). Then z satisfies equation

(5.48) λz + w · ∇z + az = f + (λ− λ)ξ

and estimate

(5.49) (λ− α0ϑ10ε)‖z‖0,q ≤ ‖f‖0,1 + (λ− λ)‖ξ‖0,q.

The operator
T : Lq(Ω)→ Lq(Ω)

which maps ξ onto z is, in virtue of (5.49), a contraction in Lq(Ω). It possesses
therefore a (unique) fixed point z ∈ Lq(Ω), which obviously satisfies the integral
identity (5.37) and estimate (5.43). The proof is thus complete. �
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5.5 About the decay of continuous solutions
In this section we prove that continuous solutions of equation (1.1) conserve

the decay of r.h.s., whatever is the size of the coefficients w, a (the only condition
is that w, a have to be small at infinity).

Theorem 5.8. Let Ω ∈ B(1) be an unbounded domain and let g ∈ C1(Ω) be
defined as in (5.18). Suppose that

div w ∈ C0(Ω), a ∈ C0(Ω).

Let 1 < p <∞. Then there exists constant α0 (see Remark 2.1) such that if

(5.50) α0
(
|w · ∇g/g | C0,ΩR +

1

R
|w|C0,ΩR + | div w|C0,ΩR + |a|C0,ΩR

)
< λ

for all R > R0 > 0, then we have: If z ∈ C0(Ω) is a solution of problem (1.1) with

(a) gf ∈ Lp(Ω),

(b) gf ∈ L∞(Ω) ∩ Lr(Ω) ∀ r, 1 < r0 < r <∞;

then

(5.51)
(a) gf ∈ Lp(Ω),

(b) gf ∈ L∞(Ω).

Remark 5.3. Condition (5.50) is automatically satisfied, e.g. if w ·∇g/g = o(1),
div w, a = o(1).

Proof: For 0 < R < R, take ψ̃R(x) = 1 − ψ(x/R) and ψR(x) = ψ(x/R), see
(2.4); here ψ ∈ C∞0 (Ω) is taken in such a way that

ψ(x) = 1− exp(−1/(|x| − 1)2) (1 ≤ |x| ≤ 3/2),
ψ(x) = 0 (|x| ≥ 2),
ψ(x) = 1 (|x| ≤ 1).

Put gRR = gψ̃RψR and multiply (1.1) by gRR

(5.52) zgRR = −wψ̃R/2ψ2R · ∇(gRRz)− [a− (w · ∇gRR/gRR)]gRRz = gRRf.

Notice that ∇gRR/gRR is well defined also outside Ω
R∩Ω2R (due to the choice of

ψ, it can be continuously extended by 0 to Rn). Equation (5.52) can be regarded

as a transport equation in ΩR/2 ∩ Ω2R, for unknown function σ (= gRRz). We
realize that under the hypothesis of Theorem 5.8, assumptions of Theorem 5.7
(see also Remark 8.1) are satisfied (for R sufficiently great); we thus get existence
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of a solution σ ∈ Lp(ΩR/2 ∩ Ω2R) (provided gRRf ∈ Lp(ΩR/2 ∩ Ω2R), which,
due to uniqueness, is equal to gRRz. Multiplying (5.52) by |gRRz|p−1gRRz and

integrating over ΩR/2 ∩ Ω2R, we get (after some calculations — see proof of
Lemmas 3.1–3.3)

‖gRRz‖0,p,ΩR/2∩Ω2R
≤ c

[
ϑ00RR‖gRRz‖0,p,ΩR/2∩Ω2R

+ ‖gRRf‖0,p,ΩR/2∩Ω2R

]

where

ϑ00RR = |∇(wψ̃Rψ2R)|C0,ΩR/2∩Ω2R

+ |a|C0,ΩR/2∩Ω2R
+ |w · ∇gRR/gRR|C0,ΩR/2∩Ω2R

and c is independent of p, R, R. Passing to the limit R → ∞, we get (5.51)1; the
limit p→ ∞ in the resulting estimate yields (5.51)2. The proof is thus complete.

�

6. Existence of solution in homogenous Sobolev spaces and their duals

Homogenous Sobolev spaces play essential role in studying namely elliptic
problems in Ω exterior Ω = Rn,Rn

+ (and also in various domains unbounded
in all directions). For applications to compressible fluids, it sometimes seems use-

ful to have existence theorems for transport equation in Ĥ
1,q
0 (Ω) (and its duals

Ĥ−1,q′(Ω)). For such situation see e.g. B. da Veiga [BV1] and Novotný, Padula
[NP1]. In the first part of this section we therefore investigate existence and reg-

ularity in Ĥ1,q0 (Ω), respectively Ĥ
1,q
∞ (Ω) spaces (see subsections 6.1 and 6.2, The-

orems 6.1, 6.2, and 6.2′) and their duals Ĥ−1,q(Ω), W−1,q(Ω) (see subsection 6.3,
Theorem 6.3). In the last part of this section (see subsection 6.4, Theorems 6.4,
6.5) we prove certain regularity of solutions connected with homogenous Sobolev
spaces.

6.1 Existence in homogenous Sobolev spaces
Let Ω be an exterior domain to a compact region Ωc in Rn (suppose without

loss of generality B1 ∈ Ωc). Define the spaces

Ĥ1,q∞ (Ω) = C∞0 (Ω)
‖∇.‖0,q

, Ĥ1,q0 (Ω) = C∞0 (Ω)
‖∇.‖0,q

(1 < q < +∞)
where the superposed bar with the norm denotes completion with respect to the
corresponding norm. These are Banach spaces with norm

| · |1,q = ‖∇.‖0,q.

The dual space to Ĥ1,q
′

0 (Ω) is denoted by Ĥ−1,q′(Ω) and equipped with usual

duality norm | · |−1,q. Recall fundamental properties of spaces Ĥ1,q∞ (Ω), Ĥ
1,q
0 (Ω),

see Simader [S], Galdi, Simader [GS], Simader, Sohr [SiSo1], [SiSo2].

(i) Ĥ
1,q
∞ (Ω) = {u : u ∈ L

q
loc(Ω), ∇u ∈ Lq(Ω)} |R1

(n ≤ q ≤ +∞) where |R1 denotes factorization with respect to the addi-
tion of a constant.
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(ii) Ĥ1,q∞ (Ω) = {u : u ∈ Lnq/(n−q)(Ω), ∇u ∈ Lq(Ω)} (1 < q < n).

For any u ∈ Ĥ
1,q
∞ (Ω), we have ‖u‖0,nq/(n−q) ≤ c‖∇u‖0,q.

(iii) Let 1 < q < n and let u ∈ {u : u ∈ Lq
loc(Ω), ∇u ∈ Lq(Ω)}. Then there

exists u∞ ∈ R1 such that u− u∞ ∈ Ĥ1,q∞ (Ω). Moreover,

∫

S1

|u(R,ω)− u∞|q dω ≤ c Rq−n
∫

BR
|∇u|q dx

(where S1 is a unit sphere). As an easy consequence of this statement we
find

(iv) Let 1 < q < n, 1 < p < +∞ and u ∈ {u : u ∈ Lq
loc(Ω), ∇u ∈ Lq(Ω)} ∩

Lp(Ω). Then u ∈ Ĥ1,q∞ (Ω).

Further we have

(v) Ĥ1,q∞ (Ω) = {u : there exists a sequence um ∈ C∞0 (Ω)
such that um → u in L

q
loc(Ω) and ∇um → ∇u in Lq(Ω)}.

(vi) Ĥ1,q0 (Ω) = {u : u ∈ Lq
loc(Ω), ∇u ∈ Lq(Ω), u | ∂Ω = 0} (n ≤ q < +∞),

Ω 6= Rn;

Ĥ
1,q
0 (Ω) = {u : u ∈ Lnq/(n−q)(Ω), ∇u ∈ Lq(Ω), u | ∂Ω = 0} (1 < q < n),
Ω 6= Rn.

If Ω = Rn, then Ĥ
1,q
0 (R

n) = Ĥ
1,q
∞ (R

n).

(vii) Ĥ1,q0 (Ω) = {u : there exists a sequence um ∈ C∞0 (Ω)
such that um → u in Lq

loc(Ω) and ∇um → ∇u in Lq(Ω)}.

Proofs of (i)–(iii), (v)–(vii) are in [S], [GS] and [SiSo1], [SiSo2]. We prove only
(iv).

Proof of (iv): Let q ≤ p < +∞. Since u ∈ Lp(Ω), there exists a sequence Ri,
i → +∞, such that R2i

∫
S1

|u(Ri, ω)|p dω → 0, where S1 is a unit sphere with
infinitesimal element dω and u(Ri, ω) is written in spherical coordinates. This
implies

∫
S1

|u(Ri, ω)|q dω → 0 (by Hölder inequality) and necessarily u∞ = 0 (see
(iii)).

Let 1 < p < q. Then there exists u∞ ∈ R1 such that u − u∞ ∈ Ĥ
1,q
∞ (Ω) ⊂

L
nq

n−q (Ω) (see (iii)). Therefore, by similar arguments as before,
∫
S1

|u(Ri, ω) −
u∞|p dω → 0, and necessarily u∞ = 0. �

First we prove

Theorem 6.1. Let Ω be an exterior domain with ∂Ω ∈ C1 or Ω = Rn
+ or Ω = Rn

and

(6.1′) w ∈ C1(Ω), w · ν | ∂Ω = 0, a ∈ C0(Ω), f ∈ Ĥ1,q∞ (Ω) (1 < q < +∞).
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Then there exists a constant α1 > 0 (see Remark 2.1) such that we have:

If

(6.2′)1 a = 0

and
α1ϑ

′
1 < λ

or if

(6.2′)2 1 < q < n, ∇a ∈ Ln(Ω)

and
α1ϑ

′
2 < λ,

then there exists just one solution of problem (1.1) z ∈ Ĥ
1,q
∞ (Ω) satisfying estimate

(6.3′) |z|1,q ≤ 1

λ− α1ϑ
′
i

|f |1,q

(where i = 1, 2 corresponds to (6.2′)i; ϑ
′
i are defined in (2.11)).

Proof: We prove Theorem 6.1 with assumptions (6.2′)1. The proof with as-
sumptions (6.2′)2 can be established in the same way, and therefore is left to the

reader. Let f ∈ Ĥ
1,q
∞ (Ω). Then there exists a sequence {fr}∞r=1, fr ∈ C∞0 (Ω) such

that

fr → f in L
q
loc(Ω), ∇fr → ∇f in Lq(Ω),

fr → f in L
nq

n−q (Ω) (if 1 < q < n)

(see (v)). By Theorem 5.2, there exists a solution zr of problem (1.1) with fr
(instead of f) such that

zr ∈ W 1,q(Ω), zr ∈ L
nq

n−q (Ω) (if 1 < q < n)

which satisfies uniform estimates

‖∇zr‖0,q,Ω ≤ 1

λ− α1ϑ
′
1

|f |1,q,Ω,

‖∇(zr − zm)‖0,q,Ω ≤ 1

λ− α1ϑ
′
1

|fr − fm|1,q,Ω.

Multiplying (1.1) (with fr) by |zr|q−1zr and integrating over ΩR (ΩR = Ω∩BR),
with arbitrary R, we get

‖zr‖0,q,ΩR
≤ 1

λ− α1ϑ
′
1

(
‖fr‖0,q,ΩR

+ c1ϑ
′
1‖∇zr‖0,q,ΩR

)



About the steady transport equation I 77

and similarly for the difference

‖zr − zm‖0,q,ΩR
≤ 1

λ− α1ϑ
′
1

(
‖fr − fm‖0,q,ΩR

+ c1ϑ
′
1‖∇zr −∇zm‖0,q,ΩR

)
.

Therefore zr is a Cauchy sequence in Ĥ
1,q
∞ (Ω) (see (v)), for ϑ

′
1 sufficiently small.

The other is obvious. �

The proof of the following theorem is an easy consequence of Theorem 6.1, and
therefore is left to the reader.

Theorem 6.2. Let 1 < q < +∞, Ω be exterior domain with ∂Ω ∈ C1 or Ω = Rn
+

or Ω = Rn and

(6.1) w ∈ C1(Ω), w · ν | ∂Ω = 0, a ∈ C0(Ω), f ∈ Ĥ
1,q
0 (Ω).

Then there exists a constant α1 > 0 (see Remark 2.1) such that we have:

If

a = 0

and

(6.2)1 α1ϑ
′
1 < λ

or if

(6.2)2 1 < q < n, ∇a ∈ Ln(Ω)

and

α1ϑ
′
2 < λ,

then there exists just one solution of problem (1.1) z ∈ Ĥ1,q0 (Ω) satisfying estimate

(6.3) |z|1,q ≤ 1

λ− α1ϑ
′
i

|f |1,q

(where i = 1, 2 corresponds to (6.2)i and ϑ
′
i are defined in (2.11)).

� Define for Ω exterior domain

Hk,q
∞ (Ω) = C∞0 (Ω)

‖∇.‖k−1,q
(1 < q < +∞, k = 1, 2 . . . )

(completion in ‖∇.‖k−1,q-norm). It is useful to have a more regular version of
Theorem 6.2:
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Theorem 6.2′. Let Ω be an exterior domain with ∂Ω ∈ Ck or Ω = Rn
+ (or

Ω = Rn) and

(6.1′′) w ∈ Ck(Ω), w · ν | ∂Ω = 0, a ∈ Ck−1(Ω), f ∈ Hk,q
∞ (Ω).

Then there exists a constant α1 > 0 (see Remark 2.1) such that we have:

If

(6.2′′)1 a = 0

and
α1ϑ

′
1 < λ

or if

(6.2′′)2 1 < q < n, ∇a ∈ W k−1,n(Ω)

and
α1ϑ

′
2 < λ,

then there exists just one solution of problem (1.1) z ∈ Hk,q
∞ (Ω) satisfying estimate

(6.3′′) ‖∇z‖k−1,q ≤ 1

λ− α1ϑ
′
i

‖∇f‖k−1,q

(where i = 1, 2 corresponds to (6.2′′)i, ϑ
′
i are defined in (2.11)).

6.2 Regularity of solutions
With Theorems 6.2′ and 5.3 at hand, we can prove (similarly as Theorem 5.6)

a theorem about the regularity. It finds application, in particular, in investigating
two dimensional exterior compressible flows, see [GNP].

Theorem 6.3. Let k,m = 1, 2, . . . , 1 < q < +∞, 1 < p < n and Ω be an exterior

domain (Ω ∈ Cmax(k,m)) or Ω = Rn. Let

(6.4) w ∈ Cmax(k,m)(Ω), w · ν | ∂Ω = 0, a = div w, f ∈W k,q(Ω) ∩Hm,p
∞ (Ω).

Then there exists a constant α1 > 0 such that:

If

(6.5)1 k ≥ m, kq > n, ∇ka ∈ Lq(Ω) ∩Wm−1,n(Ω)

and

α1η
′
1 < λ, η′1 = ϑ

(k,q)
1 + ϑ

′(m,p)
2 ,

or if

(6.5)2 k < m, ∇a ∈Wm−1,n(Ω)
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and

α1η
′
2 < λ, η′2 = ϑ

(k,q)
0 + ϑ

′(m,p)
2 ,

or if

(6.5)3 k ≥ m, 1 < q < n, ∇ka ∈ Ln(Ω), ∇a ∈ Wm−1,n(Ω)

and

α1η
′
3 < λ, η′3 = ϑ

(k,q)
1 + ϑ

′(m,p)
2 ,

then there exists just one solution of problem (1.2) z ∈ Hm,p
∞ (Ω) ∩ W k,q(Ω)

satisfying estimate

(6.6) ‖∇z‖m−1,p + ‖z‖k,q ≤ 1

λ− α1η
′
i

(
‖∇f‖m−1,p + ‖f‖k,q

)

(where i = 1, 2, 3 corresponds to (6.5)i and ϑj , ϑ
′
j are defined in (2.11)).

6.3 Existence of solutions in dual spaces to Sobolev spaces and to ho-
mogenous Sobolev spaces
For Ω bounded (∂Ω ∈ C2), the existence of weak solutions was established

by B. da Veiga [BV2]. Here we follow step by step his duality argument and use
essentially the solvability of the adjoint problem, which was proved in Theorem 5.2

(in order to prove existence of weak solutions in W−1,q(Ω), Ω ∈ B(k)) or in
Theorem 6.2 (in order to prove existence of weak solutions in Ĥ−1,q(Ω), Ω exterior
domain or Ω = Rn,Rn

+).
As far as applications are concerned, the most important case is that one with

a = div w. This corresponds to the transport equation (1.2).
It is necessary to recall the definition of weak solution (see e.g. B. da Veiga

[BV1]).

Definition 6.1.

(a) Let Ω be exterior domain (∂Ω ∈ C1) in Rn or Ω = Rn or Ω = Rn
+ and

f ∈ Ĥ−1,q(Ω), 1 < q < +∞. Then z ∈ Ĥ
−1,q
0 (Ω) is a weak solution of

problem (1.1) if and only if

〈z, λϕ+ w · ∇ϕ+ (a− div w)ϕ〉 = 〈f, ϕ〉

for every ϕ ∈ Dq′

H where

Dq′

H =
{
ϕ : ϕ ∈ Ĥ

1,q′

0 (Ω), w · ∇ϕ ∈ Ĥ
1,q′

0 (Ω)
}
.

(Here 〈·, ·〉 denotes duality in Ĥ1,q
′

0 (Ω), 1q +
1
q′ = 1.)
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(b) Let Ω ∈ B(1), f ∈ W−1,q(Ω), 1 < q < +∞. Then z ∈W−1,q(Ω) is a weak
solution of problem (1.1) if and only if

〈z, λϕ+ w · ∇ϕ+ (a− div w)ϕ〉 = 〈f, ϕ〉

for every ϕ ∈ Dq′
w where

Dq′
w =

{
ϕ : ϕ ∈W

1,q′

0 (Ω), w · ∇ϕ ∈W
1,q′

0 (Ω)
}
.

(Here 〈·, ·〉 denotes duality in W 1,q0 (Ω) and 1q + 1q′ = 1.)

Theorem 6.4. Let Ω ∈ B(1), 1 < q < +∞ and

(6.7) w ∈ C1(Ω), w · ν | ∂Ω = 0, a ∈ C0(Ω), f ∈ W−1,q(Ω).

Then there exists a constant α1 > 0 (see Remark 2.1) such that we have:

If

(6.8)1 1 < q <
n

n− 1 , ∇(a− div w) ∈ Lq(Ω)

and

α1ϑ8 < λ

or if

(6.8)2
n

n− 1 < q < +∞, ∇(a− div w) ∈ Ln(Ω)

and

α1ϑ9 < λ

or if

(6.8)3 1 < q < +∞, a = div w

and

α1ϑ10 < λ,

then there exists just one weak solution z ∈ W−1,q(Ω) of problem (1.1) satisfying
estimate

‖z‖−1,q ≤ 1

1− α1ϑ7+i
‖f‖−1,q.

(Here i = 1, 2, 3 corresponds to (6.8)i and ϑ8–ϑ10 are defined in (2.11).)
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Theorem 6.5. Let Ω = Rn,Rn
+ or Ω be an exterior domain, ∂Ω ∈ C1 and

(6.9) w ∈ C1(Ω), w · ν | ∂Ω = 0, a ∈ C0(Ω), f ∈ Ĥ−1,q(Ω) (1 < q < +∞).

Then there exists a constant α1 > 0 (see Remark 2.1) such that we have:

If

(6.10)1
n

n− 1 < q < +∞, ∇(a− div w) ∈ Ln(Ω)

and
α1ϑ9 < λ

or if

(6.10)2 1 < q < +∞, a = div w

and
α1ϑ10 < λ,

then there exists just one weak solution of problem (1.1) z ∈ Ĥ−1,q(Ω) satisfying
estimate

(6.11) |z|−1,q ≤ 1

1− α1ϑ8+i
|f |−1,q

(i = 1, 2 refers to (6.10)i and ϑj are defined in (2.11)).

Proof: We prove only Theorem 6.5 with assumption (6.10)2. For the other cases,
it is easy to repeat the established argument, which is left to the kind reader. In
any case, we only follow step by step B. da Veiga’s arguments, proposed in [BV2].

Due to Theorem 6.1 there exists a bounded linear map B : Ĥ1,q
′

0 (Ω)→ Ĥ1,q
′

0 (Ω)

(i.e. B ∈ L(Ĥ1,q0 (Ω))) such that
ϕ = Bξ

is a unique solution of the adjoint problem

λϕ− w · ∇ϕ+ (a− div w)ϕ = ξ

with ξ ∈ Ĥ
1,q′

0 (Ω). Due to the uniqueness, B has inverse (say B−1 = A). Its
domain of definitions is

D(A) =
{
ϕ : ϕ ∈ Ĥ1,q

′

0 (Ω), w · ∇ϕ ∈ Ĥ1,q
′

0 (Ω)
}
;

hence it is dense in Ĥ1,q
′

0 (Ω). The range of A is

R(A) = Ĥ1,q
′

0 (Ω)
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and its representation

Aϕ = λϕ− w · ∇ϕ+ (a− div w)ϕ, ϕ ∈ D(A).

Since A is a linear transformation with a bounded inverse, with domain of defi-

nition D(A) dense in Ĥ1,q0 (Ω) and with range R(A) = Ĥ1,q
′

0 (Ω), we deduce that
there exists an adjoint A∗ with dense definition domain D(A∗) such that

(A∗)−1 = (A−1)∗ = B∗

(see Hille [Hi, Example 10.4]). Since B ∈ L(Ĥ1,q
′

0 (Ω)), we haveB∗ ∈ L(Ĥ−1,q(Ω))

(the Banach space of bounded linear operators from Ĥ−1,q(Ω) to Ĥ−1,q(Ω)) and
therefore

(A∗)−1 ∈ L(Ĥ−1,q(Ω))

and
‖A∗−1‖

L( bH−1,q′)
= ‖A−1‖

L( bH1,q0 ).
Let u = (A∗)−1f .
Then 〈Aϕ, u〉 = 〈ϕ,A∗u〉 ∀ϕ ∈ D(A), according to the definition of A. Moreover

〈Aϕ, (A∗)−1f〉 = 〈ϕ, f〉

(here 〈·, ·〉 denotes duality in Ĥ1,q0 (Ω)), hence u is a weak solution of problem
(1.1). Obviously, it is unique and

|u|−1,q = |(A∗)−1f |−1,q ≤ ‖B‖
L( bH1,q′(Ω))|f |−1,q.

The proof is thus complete. �

7. About one particular regularity of solutions

As it is seen from Theorems 5.1–5.8, 6.1–6.5, the general property of transport
equation (provided the coefficients are small and sufficiently smooth) is the con-
servation of regularity and summability. Here we investigate this property in a
very particular situation:

(a) Let Ω ∈ B(k) and z ∈ W k,q(Ω) be a solution of problem (1.1); then clearly

∆z ∈W k−2,q(Ω). Does the corresponding estimate

‖∆z‖k−2,q ≤ c‖∆f‖k−2,q

(eventually with other quadratic terms at r.h.s.) hold?
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(b) Let Ω be an exterior domain or Ω = Rn or Ω = Rn
+ and z ∈ Ĥ1,q0 (Ω) be a

solution of problem (1.1). Then, of course, ∆z ∈ Ĥ−1,q(Ω). Does the estimate

|∆z|−1,q ≤ c|∆f |−1,q
(eventually with other quadratic terms at r.h.s.) hold?

These two questions are by no means trivial especially when k = 1 and
their positive answer has nice applications in the theory of compressible fluids,
cf. Novotný, Padula [NP1], Novotný [N1], [N3], Novotný, Penel [NPe], Padula,
Pileckas [PP].
The results of this section are not restricted only to ∆; the Laplace operator

can be replaced by any second order differential operator of the type aij
∂2

∂xi∂xj

(aij ∈ R1). This generalization is left to the kind reader.
Again, we restrict ourselves to the problem (1.2) (a = div w), since it is im-

portant in applications. The general problem can be treated in a similar way, but
the assumptions are more complicated.

Theorem 7.1.

(a) Let k = 1, 2, . . . , 1 < q < +∞, Ω ∈ B(k) and

(7.1) w ∈ Ck(Ω), w · ν | ∂Ω = 0, a = div w, f ∈W k,q(Ω)

and

(7.2)1 kq > n, ∇ka ∈ Lq(Ω)

or

(7.2)2 1 < q < n, ∇ka ∈ Ln(Ω)

(b) Let k = 2, 3, . . . , 1 < q < +∞, Ω ∈ B(k) and

(7.1′) w ∈ Ck−1(Ω), w · ν | ∂Ω = 0, a = div w, f ∈W k,q(Ω)

and

(7.2)3 1 < q < n, ∇kw ∈ Ln(Ω), ∇k−1a ∈ Ln(Ω), ∇ka ∈ Lq(Ω)

or

(7.2)4 1 < q < n, ∇kw ∈ Ln(Ω), ∇k−1a ∈ W 1,n(Ω)

or

(7.2)5 1 < q < n, ∇kw ∈ Ln(Ω), ∇k−1a ∈W 1,q(Ω)
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or

(7.2)6 (k − 1)q > n, ∇kw ∈ Lq(Ω), ∇k−1a ∈W 1,q(Ω)

or

(7.2)7 (k − 1)q > n, ∇kw ∈ Lq(Ω), ∇k−1a ∈W 1,n(Ω).

Let z ∈ W k,q(Ω) be a solution of problem (1.2). Then ∆z ∈W k−2,q(Ω) and

(7.3) ‖∆z‖k−2,q ≤ ‖∆f‖k−2,q + cϑi‖z‖k,q

where ϑi corresponds to (7.2)i (it is defined in (2.11)) and c is a positive constant
(see Remark 2.1).

Theorem 7.2. Let Ω be an exterior domain (∂Ω ∈ C1) or Ω = Rn or Ω = Rn
+

and

(7.4) w ∈ C1(Ω), w · ν | ∂Ω = 0, a = div w, f ∈W 1,q(Ω)

and

(7.5)1 kq > n, ∇ka ∈ Lq(Ω)

or

(7.5)2 1 < q < n, ∇ka ∈ Ln(Ω).

Let z ∈ W 1,q(Ω) be a solution of problem (1.2). Then

∆z ∈ Ĥ−1,q(Ω)

and

(7.6) |∆z|−1,q ≤ |∆f |−1,q + cϑi‖z‖1,q

where ϑi (i = 1, 2) is defined in (2.11) and corresponds to (7.5)i, and c > 0 (see
Remark 2.1).

Proof of Theorems 7.1 and 7.2: We prove only Theorem 7.2 under assump-
tions (7.4) and (7.5)1. The proofs of Theorem 7.1 and the rest of Theorem 7.2
are similar (even easier) and therefore left to the reader. We closely follow [NP1].
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Since w, f can be extended continuously to Rn, it is convenient to consider
(1.2) in Rn (instead of Ω, cf. Remark 5.2). Regularize (1.2) by using mollifier and
take ∆, we get

(7.7) λ∆zε +∆div(wz)ε = ∆fε

Put, for ϕ ∈ Ĥ
1,q′

0 (Rn),

A(ε) = −(∆div(wz)ε, ϕ), Bε = (div(w∆zε), ϕ)

where ( , ) is a scalar product in L2(Rn). We have

A(ε) =
(
∇[(div w)z + w · ∇z]ε,∇z]ε∇ϕ

)

=
(
[∇div wz + div w∇z +∇w · ∇z + w · ∇∇z]ε,∇ϕ

)
,

B(ε) =
(
div(div w∇zε) + div(w · ∇∇zε)− div(∇zε · ∇w), ϕ

)

= −
(
div w∇zε + w · ∇∇zε −∇zε · ∇w,∇ϕ

)
.

Coming back to (7.7), we get

λ(∆zε, ϕ) + (div(w∆zε), ϕ) = (∆fε, ϕ) +Aε +Bε = (∆fε, ϕ) + C(ε) +D(ε)

where

C(ε) = (w · ∇∇zε − (w · ∇∇z)ε,∇ϕ) = (c(ε),∇ϕ)
D(ε) = ([∇z div w + z∇div w +∇w · ∇z]ε − div w∇zε +∇zε · ∇w,∇ϕ)

= (d(ε),∇ϕ).

Hence

(7.8) (∆zε, λϕ− w · ∇ϕ) = (∆fε, ϕ) + (c(ε),∇ϕ) + (d(ε),∇ϕ).

In virtue of Corollary 2.1
‖c(ε)‖0,q,Rn → 0.

By basic properties of mollifier, cf. (2.10) and Sobolev imbedding theorem,

‖d(ε)‖0,q,Rn ≤ cϑ1‖z‖1,q,Rn

and

d(ε) → d = [∇z div w + z∇div w +∇w · ∇z]− div w · ∇z +∇z · ∇w



86 A.Novotný

in Lq(Rn). Hence {c(ε)}ε>0 {d(ε)}ε>0 are Cauchy sequences in L
q(Rn). On the

other hand, by Theorem 6.2, there exists just one solution ϕ ∈ Ĥ
1,q′

0 (Rn) of the
problem

λϕ− w · ∇ϕ = ψ

such that

‖∇ϕ‖0,q′,Rn ≤ c‖∇ψ‖1,q′,Rn

(provided ϑ1 is sufficiently small and ψ ∈ Ĥ
1,q′

0 (Rn)). Take the difference (7.8)ε–

(7.8)ε′ ; taking supremum over all ψ ∈ Ĥ1,q
′

0 (Ω), ‖∇ψ‖1,q′,Ω ≤ 1, one gets

|∆zε′ −∆zε′ |−1,q,Rn ≤ c|∆fε′ −∆fε′ |−1,q,Rn + ‖d(ε) − d(ε′)‖0,q,Rn

+ ‖c(ε) − c(ε′)‖0,q,Rn .

Hence {∆zε}ε>0 is a Cauchy sequence in Ĥ
−1,q(Rn). Clearly

∆zε → ∆z in Ĥ−1,q(Rn).

Taking in (7.8) a supremum over all ψ ∈ Ĥ
1,q′

0 (Rn), ‖∇ψ‖1,q′,Rn ≤ 1, one arrives
at

|∆zε|−1,q,Rn ≤ c
(
‖fε‖1,q,Rn + cϑ1‖z‖1,q,Rn + ‖c(ε)‖0,q,Rn

)

which yields (7.6). The proof is thus complete. �

8. A remark about one possible generalization

In this section we explain how to weaken the assumptions on the smallness of
coefficients a, w. This observation is due to M. Padula.

It is easily seen from the proofs of Lemmas 3.1–3.3, which are dealing with
estimates of solutions, that we never need the complete norms |w|Ck (k = 1, 2, . . . )
but only |∇w|Ck−1 . Indeed in estimates (3.11) and (3.14) the bound |w|C1 can be
replaced by more precise one, which is | div w|C0 and in (3.15), the bounds |w|Ck

and |w|Ck−1 by more precise one, |∇w|Ck−1 and |∇w|Ck−2 , respectively.

The consequences of this observation are formulated in the following remark.
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Remark 8.1. Put

(8.1)





ϑ
(k,q)
0 (w, a) = |∇w|Ck−1 + |a|Ck

ϑ
(k,q)
1 (w, a) = |∇w|Ck−1 + |a|Ck−1 + ‖∇ka‖0,q
ϑ
′(k,q)
1 (w, a) = |∇w|Ck−1

ϑ
(k,q)
2 (w, a) = |∇w|Ck−1 + |a|Ck−1 + ‖∇ka‖0,n
ϑ
′(k,q)
2 (w, a) = |∇w|Ck−1 + |a|Ck−1 + ‖∇a‖k−1,n

ϑ
(k,q)
3 (w, a) = |∇w|Ck−2 + |a|Ck−2 + ‖∇kw‖0,n + ‖∇k−1a‖0,n+

+‖∇ka‖0,q
ϑ
(k,q)
4 (w, a) = |∇w|Ck−2 + |a|Ck−2 + ‖∇kw‖0,n + ‖∇k−1a‖1,n
ϑ
(k,q)
5 (w, a) = |∇w|Ck−2 + |a|Ck−2 + ‖∇kw‖0,n + ‖∇k−1a‖1,q
ϑ
(k,q)
6 (w, a) = |∇w|Ck−2 + |a|Ck−2 + ‖∇kw‖0,q + ‖∇k−1a‖1,q
ϑ
(k,q)
7 (w, a) = |∇w|Ck−2 + |a|Ck−2 + ‖∇kw‖0,q + ‖∇k−1a‖1,n
ϑ
(k,q)
8 (w, a) = |∇w|C0 + |a|C0 + ‖∇(a− div w)‖0,q′

(
1
q +

1
q′ = 1

)

ϑ
(k,q)
9 (w, a) = |∇w|C0 + |a|C0 + ‖∇(a− div w)‖0,n
ϑ
(k,q)
10 (w, a) = |∇w|C0 + |a|C0

Then the following statements remain valid if we replace ϑj , j = 0, 1, . . . , 10 (see

(2.11)) systematically by ϑj (see (8.1)).

� Lemma 3.1, 3.2 and 3.3 about estimates independent of the domain.

� Theorems 4.2 and 4.3 about existence and uniqueness of solutions in R3.

� Theorems 5.1, 5.2, 5.3 about existence and uniqueness of solutions in Ω ∈ B(k).

� Theorem 5.6 about the regularity of solutions.

� Theorem 5.7 about existence of weak solutions in Lebesgue spaces.

� Theorems 6.1 and 6.2 about the solvability in homogenous Sobolev spaces.

� Theorem 6.3 about the regularity in homogenous Sobolev spaces.

� Theorems 6.4 and 6.5 about the solvability in dual spaces.

� Theorems 7.1 and 7.2 about estimates of Laplacian of solutions.
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[GNP] Galdi G.P., Novotný A., Padula M., On the twodimensional steady-state problem of a

viscous gas in an exterior domain, Pacific J. Math., in press.
[H] Heywood J., The Navier-Stokes equations: On the existence, regularity and decay of

solutions, Indiana Univ. Math. J. 29 (1980), 639–681.
[Hi] Hille E., Methods in Classical and Functional Analysis, Addison-Wesley, 1972.
[KN] Kohn J.J., Nirenberg L., Elliptic-parabolic equations of second order, Comm. Pure

Appl. Math. 20 (1967), 797–872.
[L] Leray J., Sur le mouvement d’un liquide visqueux emplissant l’espace, Acta Math. 63

(1934), 193–248.
[LP] Lax P.D., Philips R.S., Symmetric positive linear differential equations, Comm. Pure

Appl. Math. 11 (1958), 333–418.
[Mi] Mizohata S., The theory of Partial Differential Equations, Cambridge Univ. Press,

1973.
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[N2] Novotný A., Steady flows of viscous compressible fluids in exterior domains under

small perturbation of great potential forces, Math. Meth. Model. Appl. Sci. (M3AS)
3.6 (1993), 725–757.

[N3] Novotný A., A note about the steady compressible flows in R
3, R

3
+-L

p-approach, Pre-
print Univ. Toulon, 1993.
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