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DATA COMPRESSION WITH EI1-APPR0XIMATI0NS 

BASED ON SPLINES 

OLGA E. BAKLANOVA, VLADIMÍR A. VASILENKO, Novosibirsk 

Summary. T h e páper contains short description of ElI-algori thm for the approximation 
of the function with two independent variables by the sum of products of one-dimensional 
functions. Some realizations of this algorithm based on the continuous and discrete splines 
are presented here. Few examples concerning with compression in the solving of approxi­
mation problems and colour image processing are described and discussed. 
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1. T H E O R E T I C A L BACKGROUND [1] 

In the modern formulation the problém of the best Ell-approximation means the 
following. Let X(QX) and Y(íly) be two Hilbert functional spaces over rriultidi-
mensional domains Qx C Rn*, Oy C Rny, nx ^ 1, ny ^ 1, fi = Qx x Qy and 
Z(O) = X(ílx) (g) y ( O y ) be the tensor product of the spaces [2]. For the function 
f{x,y) £ Z(Q) we need to find the best Ell-approximation in the form 

(i) É*(t)(*)-*(fc)(y), 
k = l 

where $ W £ X(ílx)t *(*) G Y(Qy), or in the particular čase [1], they belong to the 
finite dirriensional subspaces Xn(Qx) and Ym(Q y) of the spaces X(QX) and Y(íly) 
respectively. For the unknown function <p(k\x), ^^(y) we háve the expansions 

n 

*(*>(*) = X > t ^ W ) , n ^ d i m X n , 

m 

*(*)(y) = E > f V j (y). m = d i m y m , 

(2) 
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where <pi, <p2, • • -, Vn form the basis in Xn, and ípx, -02 ? • • • > V;m form the basis in 
Ym. Thus, to íind the best £II-approximation we need to determine the coeíFicients 

(k) (k) . • 
a\ , p- , i = 1, n, j = 1, m, Ar = 1, s from the rninimization of the functional 

5 r n m -i 

(3) 4'),(a ,J) = ||/(«,») - ̂  S ^ w E ^ i W 
fc = l i = l i = l 

IZ(H)' 

0 
F * 

F" 
0 

i / 

i; 
= A 

*A 
0 

0" 
B 

u 
v 

with respect to these coefficients. Without lost of generality we assurne that (see [1]) 

Let us introduce two Gram matrices 

and the rectangular m x n-matrix F given by formula 

F = ifij}?£Lv fij = (f(x>y)>Mx)'il>j(y))z, 

and consider the generalized eigenvalue problém with the block matrices 

(4) 

It is easy to see [1] that the problém (4) has s <J min{n ,m} positive eigenvahies 

Ai ž A2 ^ . . . ^ A5 > 0 

and corresponding normalized linear independent eigenvectors 

(Au<k\ u^) + (£to<*>, v^) = 1, ib = I7« 

are connected with the optima! coefficients a^k\/3 by formula 

(5) čř<*> = v^W**, fk) = jWkV^ 

Taking into account the "aposteriori" error estimate [1] 

(6) 4 1 = ll/lll-ÉA* 
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one can see that the optima! stratégy is the search of eigenvalues in order of decay 

to provide the best minimization of En.m (<*>/?)• 

Using the well-known triek based on the Cholessky decomposition A = LL*, 

B = MM"" of the Gram matrices, it is possible to reduce the generalized eigen­

value problém (4) to usual eigenvalue problém 

(7) (L~l FM*-ly(L~l FM*~l)w = \2w 

of the order n or m. 

It is easy to deseribe the main steps in the construction of the best EH-approxi-

mation with the given aceuracy level e > 0 

Step 1. Choice of the basic Hilbert spaces X and Y 

Step 2. Defmition of the Hilbert tensor product X®Y corresponding to the suitable 

cross-norm 

Step 3. Choice of the finite dimensional subspaces Xn C X, Ym C Y and their 

basises 

Step Jh Assembling of the Gram matrices A and B 

Step 5. Assembling of the rectanguiar n x ni matrix F 

Step 6. Consequent determination of the eigenvalues and eigenvectors to provide 

the given aceuracy level in Ell-approximation 

The structure of the software for the construction of the best Srí-approximation 

usually repeats this structure with some differences concerning with the concrete 

algorithm for the eigenvalue problém and some additional possibilities like visual 

controi. 

2 . EII-APPROXIMATION AND POLYNOMIAL SPLINES 

Let Qx = [a,b], Qy = [c,d], and X(QX) = Hs(a,b), Y(Sly) = Hr(C)d) be the 

Hilbert spaces with the scalar products 

b 

(u,v)H*(a,b)= [uV + U^V^dx, 

(8) 

(«>«)if(c,d) = [uv + u(r)v^]dy. 
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The tensor product / / 5 , r ( í í ) , Cl — [a, 6] x [c, oř] of these two spaces with respect to 
the suitable cross-norm consists of the function of 2 variables with the norm 

L a c J 

and corresponding scalar product. 
Let us divide the intervals [a, 6] and [c,d\ by some mesh points, 

a - x\ < x2 < . • • < xn - 6, c = yi < y2 < . . . < t/m = d 

and connect with these meshes the íinite dimensional subspaces Xn = Sn C Hs(a, 6), 
Ym = 5 m C / / r (c ,cř) of the polynornial splines of the defect one with the suitable 
smoothness. It is well-known fact that the basises of the local functions (B-splines) 
exist in these spline spaces [3]. If the function f(x,y) belongs to the space Hr,s(Q), 
then the prescribed EEÍ-procedure can be applied to approximate f(x, y) by the sum 
of products of one-dimensional splines. 

To estirnate the compression coefhcient we consider bicubic spline fh(x,y) con-
nected with the uniform 6 x 6 rectangular grid in the unit square which interpolates 
the function 

f(x, y) = sin xy • exp(x2 + y2) 

with the accuracy 10~3 in 7/2 '2-norm. The exact representation of this spline with 
two-dimensional B-splines requires 8 x 8 = 64 coeíFicients. If we construct EII-
approximation based on the one-dimensional cubic splines with the samé accuracy 
level 10~3 in H ' -norrn, then only 2 eigenvalues are necessary to provide this er-
ror, and a number of coefficients in EII-approximation is 2 x 8 x 2 = 32; thus the 
compression coefficient is 64/32 = 2. 

3 . USING THE DISCRETE SPLINES FOR DATA COMPRESSION 

If the initial two-dimensional function is given in the discrete form f(i,j) like 
the image after scanning, then it is natural to apply the discrete splines instead 
continuous polynornial splines in Ell-algorithm of data compression. Let 

n , = { l , 2 , . . . , n } , tty = { l , 2 , . . . , m } 

We denote by Hr(Qx) and Hs(Qy) the Hilbert spaces of the mesh functions with the 
norms 

Nl*'<«.) = [i E »2(0 + ~;. EKA-W)(0]2] 1/2-
iHií-ín.) = li E ^) + ^h Et(A^)(0]2]1/2-
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where A r , A 5 mean the divided differences of the order r oř m. The tensor product 
Hr,s(Qx x Qy) can be deíined as the Hilbert space of two-dimensional mesh function 
with the cross-norrn 

\M\"r" = [ iE«2( i .i)+r iTE<A'»)2(i,i) 
U m z—' (n — r)rn z—' 
+ - ^(A,u)2(i,j) + - i - ^ ( A . A ^ ) 2 ^ ^ ] 1 ^ , 

n(m — 5) /L—' (n — r)(m — 5) i L- ' J 

where A r and A 5 mean the hnité difference diíferentiation with respect to 1-st and 
2-nd variable. 

Let wx ^ 1, Wy j£ 1 be some integers, and n — kx • wx, m — ky • wy where kx, ky 

are also integer. It is easy to connect with the "uniform mesh" 1, tu, 2u>, . .., k • w 
the space of discrete splines with the basis of discrete B-splines; these B-splines can 
be obtained by the few discrete convolutions of the mesh piecewise constant function 

,., Ji. ~[f]<K[f], 
1̂  0, otherwise. 

We describe now an example of data compression with the discrete splines. Let 
the function 

f(x, y) = sin(47i(x-2 -f y1 + xyj) 

be given at the unit square [0, 1] x [0, 1]. We consider the corresponding mesh function 
at 130 x 130 uniform grid and approximate it with the accuracy level 0.01 in the mesh 
i / 2 , 2 -norm by the ElI-function with one dimensional discrete splines, corresponding 
to ti; = 3. We need only nine terms to provide this accuracy, and compression 
coefíícient in this čase is about 41.4. 

4. C O M P R E S S I O N OF COLOUR IMAGES 

In the red-green-blue (RGB) representation the colour image is the vector func­
tion of these components. At first we extract from the colour image the half-tone 
cornponent by the following law: every colour pixel {ri,gi,bi) corresponds to the 
scalar ae- = min{rř-, gi) 6Ž}. The rest part of colour image consists of the pixels 
{ví — di^gi — a;, bi — cii). Formally we divide the initial colour image into four half-
tone components I\ = {«i}, h — {ri ~ ai}> h — Í9i — «;}, h — {bi — cii}. Each of 
these components is the scalar mesh function of two integer variables, and for each 
of this functions we apply Ell-algorithm based on discrete one-dimensional splines 
with w = 1. In this čase the "degree" of the splines does not matter , and the norm 
which we choose is / / 0 , 0 -norrn . 
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There is no way to demonstrate the compressed and the initial colour image in 

this edition because colour photographs are impossible here. By these means we 

give only an expert evaluations for some colour 320 x 200-images. To provide the 

exact restoration of this image we need 200 terms in Eíl-approximation. But the 

visual control shows that the number of terms is extremely less, especially for the 

components Í2, ^3, I4. We show the expert evaluation of the colour image quality in 

the following table 

Number of eigenvalues 

h 
50 
50 
50 

h 
1 
3 
7 

h 
1 
2 
6 

u 
1 
3 
10 

Expert evaluation 
fair 

good 
excellent 
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