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SVAZEK 23 (1978) A P L I K A C E M A T E M A T I K Y ČÍSLO 4 

ON THE EXISTENCE OF OSCILLATORY SOLUTIONS 
IN THE WEISBUCH-SALOMON-ATLAN MODEL 

FOR THE BELOUSOV-ZHABOTINSKIJ REACTION 

VALTER ŠEDA 

(Received January 5, 1977) 

The Belousov-Zhabotinskij reaction is an oscillating oxidation reaction. For the 
kinetics of this reaction two models have been established. The first of them has been 
investigated in [4] where the existence of a periodic solution in the model has been 
proved. As was pointed out, all solutions in this model are oscillatory. In [7] G. 
Weisbuch, J. Salomon and H. Atlan have proposed a new model and have examined 
the stability of this model. They have shown numerically that this system shows 
oscillations, too. In this paper the stability properties of the model are reexamined 
and completed, the existence and properties of oscillatory solutions are investigated 
and a periodic solution is found. 

1. The model in question is 

(1) X = -5K.X + K5C, 

U = KXX + K3U - K2XU - K4U
2 , 

C = 2K3U - 4K5C , 

where K{ — K5 are positive real parameters representing kinetic constants and X, 
U, C are concentrations, and hence, nonnegative. 

The system (1) has two equilibrium points 

(2) a0 = (0 ,0 ,0) , ax = (K0, U0, C0) 

where 

(3) X0 = ^ 1 , U0= « , 
10(K2K3 + 10X,X4) K2K3 + 10K,K4 

Co 
2K5(K2K3 + 1QК.X4) 
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and thus 

<4> x°-^u°-i;c°- c° = k"-
First a general property of the system (1) will be derived. Denote & = {(X, U, C) : 

: X = 0, U ^ 0, C = 0} and let 0>° be the interior of 0. Since a0 is a non-egress 
point and all the other points of quarterplanes X = 0 (U ^ 0, C ^ 0), U = 0 (X ^ 0, 
C ^ 0), and C = 0 (X ^ 0, U ^ 0) are strict ingrees points of P° with respect 
to (1), we obtain on the basis of Lemma 8.V [3], p. 53, 

Theorem 1. The system (1) satisfies Hypothesis V from paper [2], p. 31, i.e., for 
each solution (X, U, C) of (1) it holds that if there is a t0 such that (X(t0), U(t0), 
C(t0)) e 0>, then (X(t), U(t), C(t)) e ^ for all t ^ t0 (from the interval of existence). 

Now the stability of critical points a0, ax will be investigated. To this aim let us 
introduce new variables x, u, c by 

(5) X = Xo + x , 

U = U0 + u , 

C = Co + c 

where (X0, U0, C0) can also stand for O0. Then (1) will assume the form 

(6) x = - 5 K ! * + K5c , 

U = (K, - K2U0) X + (K3 - K2X0 - 2K4U0) U - K2Xu - K4u
2 , 

c = 2K3u - 4K5c . 

The characteristic equation of the matrix of the system of the first approximation 
is of the form 

(7) k3 + ak2 + bk + d = 0 

where 

(8) a = 5Kj - K3 + 4K5 + K2X0 + 2K4U0 , 

b = 20K!K5 - 5K!K3 - 4K3K5 + (5K!K2 + 4K2K5) X0 + 

+ ( t O K ^ + 8K4K5) U0 , 

d = -22K 1K 3K5 + 20KJK2K5XO + (40KJK4K5 + 2K2K3K5) U0 . 

Thus in the case of the critical point a0 

(80) a = 5KX - K3 + 4K5 , 

b = 20K!K5 - 5K!K3 - 4K3K5 , 

d= - 2 2 X ^ 3 X 5 , 
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while for ax we get 

(8-) a = 5K! + K3/1O + 4K5 + 11K1K3K4/(K2K3 + 10K!K4) , 

b = 20K1K5 + (1/2)K!K3 + (2/5)K3K5 + K1K3K4(55K1 + 

+ 44K5)/(K2K3 + lOKiK^ , 

d = 22K!K3K5 . 

The next lemma brings a statement on zeros of the polynomial (7) which puts 
together a new result obtained with a little algebra, a stability criterion from [6], 
p. 58, and a result on instability from [7], p. 74. 

Lemma 1. I. Let a > 0, b > 0, d > 0. Then there is a rea/ negative zero of (7) 
One/, 1/ d — ab < 0, O// zerOs O/ this polynomial have negative real part. If d — 
— Oh ^ 0, then inhere is a pair P ± iy of complex conjugate roots of (7) such that 
sgn /? = sgn (d — ab). 

II. If d < 0, then there exists a positive root of (l) and if this polynomial possesses 
a pair fi + iy of complex conjugate roots, then sgn /? = sgn (d — ab). 

Let us consider the problem of stability of a0. With respect to (80), Lemma 1 
implies that (7) has a positive root. Further, (l) satisfies the condition (1.8) in [ l ] , 
p. 316. Hence Theorem 1.2 [ l ] , p. 317 yields 

Theorem 2. The equilibrium point a0 of the system (l) is unstable. 

As to the stability of the critical point ax of the system (l), we see from (5) that 
it is equivalent to the stability of the equilibrium point a0 of (6). Here, by (8X), we 
have to deal with the case a > 0, b > 0, d > 0 of coefficients of (7). 

Denote 

(9) Ki/K2 = k, K3JK4 = l. 

When k = /, i.e. Kt = kK2, K3 = kK4, we get from (8j) that 

a = k(5K2 + 1,1K4) + 4K5 , 

b = k2 6K2K4 + k(20K2K5 + 4,8K4K5) , 

d = k2 22K2K4K5 . 

Then 

d - ab = k2(22K2K4K5 - 24K2K4K5) + . . . , 

where all omitted terms are negative. Therefore 

d - ab < - 2 K 2 K 4 K 5 k 2 < 0 

and from Lemma 1 by the Ljapunov Theorem, [6], p . 213 we obtain 
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Theorem 3. IfK1/K2 = K3/K4, then the equilibrium point ax of the system (1) 
is exponentially asymptotically stable. 

Corollary. In this case the system (l) is a generalized Volterra equation. 

Proof. By Theorem 1, the system (1) satisfies Hypothesis V and has at least one 
asymptotically stable solution which passes through 0* and is bounded. By Definition 
4, [2], p. 33 this means that (1) is a generalized Volterra equation. 

The case Ki/K2 4= K3/K4 is more interesting. From (8X) it follows that 

(10) d — ab = H! - H2 

where 

(11) Hi = = I6K1K3K5 ~ 2,5KÍK3 - IOOKÍK5 - 0,05KiK2 

- 0,04KзK5 - 8OK1K5 - 1,6K3K
2 

and 

(12) H2 -= = [1/(K2KЗ + ЮK^K.)] • [ 66OKÍK3K4K5 + 176K rv3K4K5 + 

+ 8,8KiK^K4K5 + HK1K3K4 + 275K1K3K4 + 

+ 605K!K^K4/(K2K3 + IOK1K4) + 

+ 484K2K3
2KiK5/(K2^3 + 10KxK4)] . 

Note that H\ depends only on Kl9 K3, K5 and that for fixed Kl9 K3, K4, K5 the 
expression H1—H2 is an increasing function ofK2 . Further, the relations 

lim (Hi - H2) < 0, lim (H1 - H2) = Hx are true. Thus, for such Kl9 K3, K5 
K2~*0+ K2~>00 

that Hi > 0 and for an arbitrary K4 there exists a unique K2 = K2 for which Hi — 
— H2 = 0. Similarly lim (Hx — H2) = Hx and lim (Hx — H2) = — 00 imply 

K4~*0+ K4->00 

that if H\ > 0 and K2 is arbitrary, there is at least one K4 = K2 such that Hj — H2 = 
= 0 . 

A sufficient condition for Hi to be positive will be now derived. Similarly as 
in [7], p. 75 we put 

(13) K3 = vK, , 

Kt = HK5 . 
Then 

(14) H^fiKK-pn' + qp-r), 

where 

(15) p = 2,5v + 0,05v2 , 

q = 16v - 100 - 0,04v2 , 

r = l,6v + 80 . 

283 



Let v be such that 

(16) q > 0 , q2 - 4pr > 0 

and let (0<) /J. < /x2 be the roots of the equation 

(17) - p v 2 + qv - r = 0 . 

Then for all JLL such that 

(18) \xl < \i < \i2, 

the expression — p\x2 + q\x — r is positive and, with respect to (14), Ht > 0. Hence, 
the following lemma holds. 

Lemma 2. Let Kl9 K3, K5 be such that v, /z vvh/c/i are determined by (13) satisfy 
the inequalities (16) and (18) where p, q, r are defined by (15) and /^ < fi2 are 
zeros Of(17). Then H1 given by ( l l ) is positive. 

Remark . A little calculation gives that the inequalities 7 < v < 393 imply that 
q > 0. In [7], p. 75 the implication 17 < v < 152 => q2 - Apr > 0 is stated. Hence 

(19) 17 < v < 152 

is a sufficient condition for v to satisfy (16). For such v the corresponding /Lj, \i2 are 
given in Fig. 4 in [7], p. 75. E.g., when v = 50 then /ix = 0.3 and \i2 = 2.1. 

On the basis of (10), Lemma 1 implies 

Theorem 4. Let Kx — K5 be such that Hu H2 which are defined by ( l l ) , (12), 
fulfil 

(20) Hi - H2 > 0 . 

Then the equilibrium point at of the system (l) is conditionally stable. 

Remark . When Ku K3, K5 satisfy the assumption of Lemma 2 (e.g. when (19), 
(18) are fulfilled) and K4 is arbitrary, then by the above argument there exists a K2 > 0 
such that forK2 > K°2 (or K2 = K°2 or K2 < K°2) the hypothesis (20) (or Ht - H2 = 
= 0 or H2 — H2 < 0, respectively) is satisfied. At the same time (K1,K3,K4,K5 

being fixed) there is a K\ such that K2 > K2 (or K2 = K2 or K2 < K2) implies 
k < I (or k = I or k > I, respectively). By Theorems 3 and 4, K2 ^ K2 cannot 
occur. Thus K2 < K2 and the following statement is true: 

If Hi - H2 > 0 , then k < I . 

Moreover, there is an &x > 0 such that k < I for K2 — ^ < K2 < oo. Since we shall 
consider only such K2s, we shall assume in the sequel that k < I. In paper [7], 
p. 73 even 10k has been neglected with respect to /. 
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2. In order to get more information in the case when (20) is fulfilled, consider 

the vector field given by the system (l) in the part of the phase space which has a real 

meaning in the Belousov - Zhabotinskij model, i.e. for X g: 0, U ^ 0, C ^ 0. 

From the first and the third equation of (1) we conclude that 

a) X = 0 is true in the quarter plane X = (K5/5K t) C, 0 ^ C < co, 0 = U < oo, 

while X < 0 (X > 0) holds for X > (K5/5Ki) C, (X < (K^SK,) C), 0 ^ C < oo, 

0 S U < oo (and 0 ^ X < oo). 

b) C = 0 is vfl/id' in the quarterplane C = (K3/2K5) U, 0 _ U < co, 0 ^ X < oo, 

while C < 0 (C > 0) nOMs fOr C > (K3/2K5j U(C < (K3/2K5) U), 0 g U < oo, 

0 g X < oo (and 0 :g C < oo). 

The second equation in (l) can be written in the form 

U = U(K3 - K4U) + X(KX - K2U) 

and the condition U = 0 leads to the quadratic equation 

- K4U
2 + (K3 - K2X) U + K!X = 0 , 

which, for each X ^ 0, possesses two real roots, a positive one Up(X) and a non-posi­

tive one U„(X). Here 

(21) U„(X) = (K3 - K2X + J((K3 - K2X)2 + AKtKAX))j(2KA) (X ^ 0) . 

Further, 

U'P(X) = (-K2I(2K4)) 1 4. ^ з ~ K2X ~ 2 K 1K4/K2 

Since 
v2 

V((к3 - к2x)2 + ĄK^XІ 

í K3 - K2X - 2K,KA\K2 V ^ } 

VV((к3 - K2Xf + AK^X)) * 

U'p(X) < 0 ( X Ž О ) , 

while 
U;(X) = [-2K 1 (K 1 K 4 - K3K2)]/[(K3 - K2X)2 + 4K 1K4K] 3/ 2 > 0 

( " . > 0 ) . 

The inequality U;(X) < 0, together with Up(0) = /, gives I - Up(X) > 0 for 
0 < X < oo. As Up satisfies the equality U(l - U)/K2 + X(k - U)/K4 = 0 in which 
the first term is positive, we also have k — Up(X) < 0 (0 < X < oo) and thus, 
the inequalities 

(22) k < Up(X) < I for 0 < X < oo 

are true. The results can be put together in the following statement: 

c) U = 0 On the surface U = Up(X), where Up is determined by (21), 0 ^ X < co, 
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0 ^ C < oo, while U < 0 (U > 0) for U > Up(X) (U < Up(X)), 0 ^ X < co, 
0 S C < co (and 0 ^ U < oo, X2 + U2 > 0). The function Up is decreasing, 
strictly convex in [0, oo) and satisfies the inequalities (22). 

The statements c), b) and a) together with (2), (3), (4) imply the following 

Lemma 3. Let the numbers Ui9 Ct and Xi9 i = 1, 2 be such that 

0 < Ut = k , / < U2 , 

0 < Cx < (K3/2K5) Ux , (K3/2K5) U2 < C2 , 

0 < X! < (K5/5KX) Cx , (K5/5K0 C2 <X2. 

Let m = {(X, U, C) : Xi ^ X ^ X2, U! ^ U ^ U2, Q ^ C ^ C2} and let M° 
be its interior. 

Then the following statements are true: 

1. The orbit of each solution to (1) passing through a point of 0t enters 0t° and 
remains in 01®. 

2. The system (l) has a unique equilibrium point in 01®, namely ax. 
Lemma 3 completes the statement of Theorem 1 and implies that each solution 

of (1) the orbit of which passes through a point of 01 is defined on an interval [t0, oo) 
for some t0 (depending on that solution). 

Further, for the solutions of (1) the following alternative holds: 

Lemma 4. Let (X9 U, C) be a solution of the system (1), the orbit of which goes 
through a point from 01 and which is different from the equilibrium point. Then 
either each of its components is ultimately strictly monotone, i.e. strictly monotone 
in anHnterval \tl9 oo), t0 < tl9 or each of its components is oscillating in the sense 
that its derivative changes its sign infinitely many times in each subinterval [tl9 oo) 
of [t09 oo). 

Proof. First, by the properties of the vector field determined by (l), it follows 
that if a component of the solution (X, U, C) is monotone in an interval, then it is 
strictly monotone in that interval. Therefore it suffices to prove the following three 
implications: 

1. If U is ultimately strictly monotone (briefly u.s.m.), then C is u.s.m., too. 
2. If C is u.s.m., then so is X. 
3. If X is u.s.m., then U is also u.s.m.. 

Let U be u.s.m., let U be increasing in [tl9 oo). Then from the third equation of (l) 
it follows that C'(t) < 0 (C(t) > 0) at all points t where C(t) > (K3/2K5) U(t) 
(C(t) < (K3/2K5) U(t)). Since (K3/2K5) U is increasing, there exist no points t29 t3 

with t! < t2 < t3 such that C(lj = (K3/2K5). U(tt), i = 2, 3, and C(t) < 0 in 
(t2, f3). Hence C must be in a neighbourhood of oo either everywhere negative or 
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everywhere nonnegative. If C were only nondecreasing, it would contradict the 
assumption that U is increasing. Thus in both cases the implication 1 follows. Simi­
larly we can proceed when U is decreasing or when proving the implication 2. 

The implication 3 will be proved only in the case when X is increasing in [tu oo). 
Consider the curve (X(t), U(i)) in the phase plane X, U. By the statement c) which 
precedes Lemma 3, it follows that if U(t) > Up[X(t)~] (U(t) < Up[X(tJ}), then 
U(t) < 0 (U(t) > 0). Since Up[X(f)] is decreasing, there exist no points t2, t3 with 
h < h < h s u c n t n a t UiU) = UpP^^i)], i = 2,3 and U(t) > 0 in (t2, t3). This 
gives the implication 3 in a similar way as in the previous case. 

Remarks . 1. If each component of a solution (X, U, C) of (1) the orbit of which 
goes through a point from & is u.s.m., then, in virtue of Lemma 3, 

lim X(t) = X0 , lim U(t) = U0 , lim C(t) = C0 . 
*->oo t-+oo t~+ao 

2. Each of the quartei planes mentioned in the statements a), b), as well as the surfa­
ce U = Uj,(X) from the statement c), define a decomposition of the parallelepiped & 
into two subsets whereby the derivative X, U, C of each component of a solution 
to (1) has a constant in each subset of the same decomposition and these signs are 
mutually different in these two subsets. Hence, if each component of a solution 
to (1) is oscillating, then its semiorbit goes from one subset of the mentioned three 
decompositions into the other infinitely many times. 

Lemma 5. Let (X, U, C) be a solution of the system (1) the orbit of which goes 
through a point from 01, is different from the equilibrium point at and is oscillatory 
in the sense of Lemma 4. Then it is oscillating around the equilibrium point al9 i.e. 
the functions x = X — X0, u = U — U0, c = C — C0 change their sign in each 
interval [t1? oo) infinitely many times. 

Proof. The vector function (x, u, c) is a non-trivial solution of (6). It is easy to see 
that none of its components can be identically 0 on any interval. 

Suppose now that u(t) = 0 for t e [t l5 oo). Then the third equation of the system 
(6) implies that for an arbitrary but fixed t2 < tx we have 

c(t) = c(t2) exp [ -4K 5 ( t - t2)] + exp [ -4K 5 ( t - sj] . 2K3 u(s) ds . 
J*2 

This implies that either c(t) < 0 in [tl9 oo) or there is a t2 > tx such that c(t) > 0 
for t > t2. 

i) If c(t) < 0 in [t1? oo), then c(t) > 0 in the same interval. 

ii) If c(t) > 0 in (t2, oo), then similarly as in the previous case but from the first 
equation of (6) we conclude that either x(t) < 0 in (t2, oo) and then x(t) > 0 for the 
same t or x(t) > 0 in (t3, oo), t2 < t3. 
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iii) The case x(t) > 0, u(t) = 0 in (t3, co), with respect to the inequalities Kj — 
- K2U0 < 0, K3 ~ K2^o - 2K4Uo < 0 leads to u(t) < 0 in (t3, GO). Hence, 
if u(t) _ 0 in [tu oo), then by Lemma 4 the solution (x, u, c) is u.s.m. A similar im­
plication also holds when u(t) :_ 0 in [tu oo). 

Therefore u changes its sign in each interval [tu oo) infinitely many times. 
Let now U = Up(X) be the function determined by (21). From (5) we get U0 + 

u = Up(K0 + x), hence u = Up(X0 + x) - U0 = up(x). As Up(X0) = U0, up(0) = 0 
holds, and by the statement c) the function up is decreasing and strictly convex. Consi­
der the curve (x, u). By Lemma 4, it intersects infinitely many times the graph of up. 
If all intersection points for sufficiently great t lay in the halfplane u > 0, then, 
again using the statement c), we should get that u(t) > 0 for all t sufficiently great. 
Similarly we can exclude the case that almost all intersection points lie in the half-
plane u < 0. Therefore there exist infinitely many intersection points of the curve 
(x, u) with the graph of up in the halfplane u > 0 and infinitely many of them in the 
halfplane u < 0. As up is decreasing and up(0) = 0, the intersection points in the 
halfplane u > 0 (u < 0) also lie in the halfplane x < 0 (x > 0). So we have proved 
that x changes its sign infinitely many times in each interval [tu oo). 

If c did not possess the same property, we should obtain from the first equation 
of (6) by a similar argument as above that x is ultimately positive or ultimately 
negative, which gives a contradiction with the previous statement. This completes 
the proof of the lemma. 

With help of the above lemmas we prove 

Theorem 5. Let the assumption of Theorem 4 be fulfilled. Then with the exception 
of exactly two positive semiorbits, the positive semiorbit of each solution of (1) 
which is different from the equilibrium point ax and which goes through a point 
of M is oscillating in the sense given above and cannot tend to at as t —> oo. The 
exceptional positive semiorbits belong to the solutions of (1) each component of 
which is u.s.m. and that tend to ax (as t -> oo). 

Proof. Using the relation between the solutions of the systems (1) and (6) we shall 
prove that there exist exactly two positive semiorbits of the solutions of (6) each 
component of which is u.s.m.. By Remark 1, these semiorbits tend to 0 as t -> oo. 
The positive semiorbits of all the other solutions of (6) corresponding to the solu­
tions of (1) mentioned in the theorem are oscillatory. 

Hence, consider the system (6) under the assumption of Theorem 4. By Lemma 1 
it follows that the matrix 

/ ~ 5Kl9 0, 

-4 = I Kl ~~ K2^0> ^ 3 ~~ ^ 2 ^ 0 ~~ 2K4U0, 
\ 0, 2K3, 

of the first approximation to (6) has a real eigenvalue a < 0 and a pair of complex 
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conjugate eigenvalues /? ± iy, whereby /? > 0. Further, the vector function f(z) = 
= (0, ~K2xu — K4u

2, 0) of the vector variable z = (x, u, c) = (x t . x2, x3) satisfies 
the condition dfjdz = 0 at z = 0. Thus the system (6) satisfies all assumptions of 
Theorem 4.1, [1], p. 330 and, moreover, there exists a real nonsingular 3 x 3 con­
stant matrix Q such that (6) can be brought by the transformation y = Qz to the 
form which already fulfils the assumptions of Theorem 8A, [5], p. 248. By these 
two theorems there exists a one-dimensional manifold S in the space z, the equations 
of which are ( [ l ] , p. 330) 

(23) Xi = qilyi + qi2 i/>2(yi) + gB ^ ( y i ) 

= xi(yi) yi e [ ~ M ] 

where \\i2, ij/3 are real analytic functions defined in [ —<5, $], 

(24) ^ (0) = 0 , ^,(0) = 0 

and the matrix (qik) = Q"1 , i, k = 1, 2, 3, is the inverse of Q. With respect to (24), 

Xi(0) — 0 and x-(0) = qn, i = 1, 2, 3. Since Q~l is nonsingular, at least one of the 
numbers qil9 i = 1,2,3, is different from zero. Suppose q11 =1= 0. (In the other 
cases we should proceed similarly.) Then we can take S so small that xx(yx) is one-
to-one in [ — o, O]. 

The manifold S enjoys the following property ([5], p. 248). There exist two positive 
numbers d0 ^ S such that the following statements hold: 

1. If the initial point of a positive semiorbit of a solution z = (x, u, c) of (6) 
is from S and |x| :g S0, then the whole semiorbit lies on S and lim z(t) = 0. 

t->O0 

2. If a positive semiorbit of a solution z of (6) lies in the ^-neighbourhood of the 
point 0, e.g. if lim z(t) — 0, then it must lie on S. 

f - *oo 

Let T be the set of all solutions z of the system (6) each component of which is 
u.s.m. and for which lim z(t) = 0. Let z1? z2 e T, where z, = (x*, ux, cx), z2 = 

t-+oo 

= (x2, u2, c2). Then there is an interval [tl9 oo) in which both functions x*, x 2 are 
one-to-one and possess a constant sign. Let both functions xt , x2 be positive in this 
interval. If we denote by tt the inverse function to xf9 i = 1, 2, tt maps the interval 
(0, x*(fi)] onto [tl9 oo) and a positive semiorbit corresponding to the solution zx 

is given by the relations 

(25) u = Wj(t;(x)] , c = 4t,-(x)] , x G (0, *?(*,)] , i = l , 2 . 

On the other hand, since lim z{(t) = 0, this semiorbit must lie on S (taking tx suffi-
t->oo 

ciently large). Hence, in virtue of (23) we have 

(26) x = x . ( y , ) , u = x 2 (y 1 ) , c = x 3 ( y , ) , y, G [-<>, S] . 
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Now we choose an x e (0, x*(tj)] n (0, x*(*i)]. A s x i i s injective, there exists exactly 
one yt such that x = Xi(jli). Comparing (25) with (26) we get at the chosen point 

ui[)i(x)] = x2(yx) = u2[t2(x)] , c^t^x)] = x3(yx) = c2[t2(x)] 

and hence both semiorbits pass through the same point which implies that they are 
identical (for all x e (0, **(li)] n (0, **(*i)])- The set Tcan have at most two semi-
orbits (one for x > 0 and another for x < 0). 

Further, we prove that no oscillatory solution z of (6) can satisfy lim z(t) = 0. 
f->QO 

Otherwise a positive semiorbit of this solution would lie on S and since z is oscillating, 
two points tl9 t2 would exist with tj < t2, such that z(tx) = z(t2). This would imply 
that z is periodic which contradicts the fact that lim z(t) = 0. There is even no 

t-+oo 

positive semiorbit of an oscillatory solution z of (6) lying entirely in a <S-neighbour-
hood of 0 where S > 0 is sufficiently small. Hence only positive semiorbits of the 
solutions of (6) each component of which is u.s.m. may lie on S. From the property 1 
of S it follows that such semiorbits do exist. This completes the proof of Theorem 5. 

Further properties of oscillatory solutions of (1) are given by 

Theorem 6. Let the assumptions of Theorem 4 be fulfilled. Le (X, U, C) be a solu­
tion of the system (1) the orbit of which goes through a point from 01, is different 
from the equilibrium point ax and is oscillatory in the sense of Lemma 4 and Lemma 
5, respectively. Then the following statement holds for the functions 

x = X — X0 , u = U — U0 , c = C — C0 

in each interval (t,, oo) where tx is a zero-point of one of them: Between two succes­
sive zeros of x and u and c, there exists exactly one zero of u and c and x respective­
ly. All zeros of the functions x, u, c in (tu oo) are simple. 

Proof. The function (x, u, c) is a solution of (6) which is defined in a neighbour­
hood of oo, say in (t0, oo) where t0 < tY. Let t2, t3 e R be such that t, S t3 ^ t2, 
t1 < t2. Directly from (6) we get the statement: 

1. None of the functions x, u, c possesses a zero of multiplicity 3 (and hence all 
zeros of these functions are isolated and cannot have a limit point in (t0, oo)), no 
pair of these functions possess a double zero at the same point. Further, u(t2) = 
= u(t2) = 0 implies x(t2) = 0, x(t2) = x(t2) = 0 gives c(t2) = 0 and c(t2) = 
= c(ti) = 0 yields the equality u(t2) = 0. 

The following relations between x, u, c can be derived from (6): 

(27) x(t) = x(f3)exp [-5K,(t - t3)] + exp [ - 5 K , ( ; - sj] K5 c(s)ds , 
J t3 

(28) c(t) = c(t3) exp l-4K5(t - /3)] + ("exp [-4K5(f - s)] 2K3 u(s) d.s , 

290 



(29) u(t) = u(t3) exp l(K3 - K2X0 - 2K4U0) (t - t3) - K2 ľ x ( s ) ds] 

+ Ґ K(t, s) [(K, - K2U0) x(s) - KA u2(s)] ds , t0 

J řз 

< t < 00 

where K = K(t, s) is the Cauchy function of the differential equation u = [K3 — 

— K2K0 ~ 2K4U0 — K2 x(t)] u and, hence, positive. 

Owing to the inequality Kx — K2U0 < 0 as well as to the fact that the zeros of x, 

u, c are isolated, we conclude from (27) —(29): 

2. Ifu(t) ^ 0 (u(t) ^ 0) in [tl9 t 2 ] , then either c does not posses any zero in [tu t 2 ] 

or there is a point t3 e [tu t2] such that c(t3) = 0 and, if t3 < t 2, then c(t) > 0 

(c(t) < 0) in (t3, t 2 ] and, iftl < t39 then c(t) < 0(c(t) > 0) in [tu t3). 

3. If c(t) _ 0 (c(t) = 0) in [tu t 2 ] , then either x does not possess any zero in 

[t,, t 2 ] , or there is a point t3 e [tu t 2 ] such that x(t3) = 0 and, if t3 < t 2, then x(t) > 

> 0 (x(t) < 0) in (t3, t 2 ] and, if tx < t 3, then x(i) < 0 (x(t) > 0) in [tu t3). 

4. Ifx(t) = 0 in [tu t 2 ] , then either u does not have any zero in [tu f2], or there 

is a point t3 e [tu t 2 ] such that u(t3) = 0 and, if t3 < t 2, then u(t) < 0 in (r3, t 2 ] 

and, if t1 < t3, then u(t) > 0 in [tu t3). 

The next statement is based on the properties of the vector field (6). 

5. If x(t) _ 0 in [tu t 2 ] , then either u does not possess any zero in [tu t 2 ] or 

there is a point t3 e [tu t 2 ] such that u(t3) = 0 and, if t3 < t 2, then u(t) < 0 in 

(t 3, t 2 ] OnJ, if tx < t3, then u(t) > 0 in [tu t 3 ). 

Proof. Consider the curve (x, u) in the phase plane x, u. If up has the same mean­

ing as in the proof of Lemma 5, then by the statement c) preceding Lemma 3, the 

function u is decreasing (increasing) in the intervals for which the points (x, u) lie 

above (below) the graph of up. 

Let t 3 be the first zero of u in [tu f2J. If x(t3) = 0 then by (6), u(t3) = 0. As t 3 

cannot be a double zero of both functions x, u, either x(t3) > 0 and then t3 = t 2 

or x(t3) < 0 and then t 3 = tu with respect to x(t) = 0 in [t 1 ? t2]. In the first case 

(x(t3) > 0, x(t3) = u(t3) = u(t3) = 0), the properties of the vector field imply that 

u(t3) > 0 cannot happen. Hence u'(t3) < 0 and it follows again by these properties 

that u(t) < 0 must hold in [tu t3). In the second case u(t3) < 0 cannot happen, 

therefore u(t3) > 0 and hence u(t) > 0, first in a right neighbourhood of t 3 and then, 

by using the properties of the vector field (6) as well as the result from the first case, 

we come to the conclusion that u(t) > 0 in (t 3, t 2 ] . 

If x(t3) < 0, then we conclude again by the properties of the vector field (6) that 

u(t) < 0 in [ t J ? t 3) and by the above result from the first case, u(t) > 0 in (t 3, t2]. 

This completes the proof of the statement 5. 

Without assuming that tA is a zero of one of the functions x, u, c we shall prove 

the statement 

291 



6. If either x or u or c, respectively, has a double zero at t2, then the functions 
x, u, c do not vanish at any t < t2 and x(t) u(t) > 0, x(t) c(t) < 0 for all t such 
that t0 < t < t2. 

Proof. Let u(t2) = u(t2) = 0. Then, by the statement 1, x(t2) = 0, c(t2) x(t2) u(t2) 4= 
4= 0. Statements 4 and 5 imply 

(30) x(t2) u(t2) < 0 

(here the behaviour of the functions x and u to the right from t2 is considered). The 
statement 3 implies 

(31) x(t2) c(t2) > 0 . 

Suppose that u vanishes to the left from t2, hence there exists a tx < t2 such that 
u(t) 4= 0 in (tx, t2) and u(tx) = 0. As x(t2) = u(t2) = 0, by the statements 4 and 5 
we have that there is a t3 such that tx < t3 < t2 with x(t) 4= 0 in (t3, t2) and x(t3) = 0. 
Because x(t2) = 0 and c(t2) 4= 0, by the statement 3 there is a t4 with t3 < t4 < t2 

such that c(t) 4= 0 in (t4, t2) and c(t4) = 0. This contradicts the statement 2. Similarly 
we come to a contradiction when we suppose the existence of a point t3 or t4, respec­
tively, with the above properties (i.e. x(t3) = 0, x(t) =# 0 in (t3, t2), c(t4) = 0 and 
c(t) 4= 0 in (t4, t2)). Hence x(t) u(t) c(t) 4= 0 for all t, t0 < t < t2 and on the basis 
of (30), (31) we can state more precisely that x(t) u(t) > 0, x(t) c(t) < 0 for t0 < t < 
< t2. 

If x(t2) = x(t2) = 0, then c(t2) = 0 by the statement 1 and using statements 3 
and 2 we get c(t2) x(t2) > 0 and c(t2) u(t2) > 0. 

Let there exist a point tx < t2 such that x(tx) = 0, x(t) 4= 0 in (tx, t2). As x(t2) = 
= c(t2) = 0, by 3 there is a t3, tx < t3 < t2 such that c(t3) = 0, c(t) 4= 0 in (t3, t2). 
Because c(t2) = 0 and u(t2) 4= 0, by the statement 2 there is a t4, t3 < t4 < t2 such 
that u(t4) = 0, u(t) 4= 0 in (t4, t2). This contradicts the statement 4. Hence the state­
ment 6 is true in this case. 

When c(t2) = c(t2) = 0, we have c(t2) u(t2) > 0, x(t2). u(t2) < 0 in virtue of the 
statements 2, 4 and 5. If there is a tx < t2 such that c(tx) = 0, c(t) 4= 0 in (tx, t2), 
then there are tx < t3 < t4 < t2 with u(t3) = 0, x(t4) = 0, u(t) 4= 0 in (t3, t2), 
x(t) 4= 0 in (t4, t2). This leads to contradiction with the statement 3. Again 6 is true. 

7. Between two successive zeros of x and u and c, there exists in (tx, oc) exactly 
one zero of u and c and x, respectively, and all zeros of the functions x, u, c are 
simple. 

Only the first assertion will be proved. The other two can be proved in a similar 
way. Since tx is a zero of one of the functions x, u, c, the statement 6 implies that all 
zeros of x, u, c in (tx, co) are simple and hence (6) implies that none two of the 
functions x, u, c have a common zero-point. 

Let tx < sx < s2, x(sx) = x(s2) = 0 and x(t) 4= 0 in (sx, s2). By the statements 4 
and 5, u can have at most one zero in (sx, s2). Suppose it has none. Then the same 
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is true for [su s2] and two cases will be distinguished: 

i) sgn x(t) = sgn u(t) (te(su s2)) . 

Let s3 > s2 be the next zero of x, i.e. x(s3) = 0, x(t) + 0 in (s2, s3). By the state­
ments 4 and 5, u(t) + 0 in [su s3] . Then 2 gives that c possesses at most one zero in 
[s l 5 s3], either in (su s2) or in (s2, s3). In all three cases (the first case occurs when c 
does not vanish in [su s3]) we come with regard to the statement 3 to contradiction. 

ii) sgn x(t) + sgn u(t) (t e (su s2)) . 

Here two subcases may occur. If x has no zero smaller than sy and greater or equal 
to tu then by statements 4 and 5, neither u has. By 2, c possesses at most one zero 
in [tu s2] and, by the meaning of tu t{ is the unique zero of c in [tu s2]. But x(sx) = 
= x(s2) = 0 leads to a contradiction with the statement 3. 

If s0 < sJ is the greatest zero of x smaller than su then by the statements 4 and 5, 
u(t) =# 0 in [s0, s2]. This leads to a contradiction similarly as in the case i). 

The contradiction shows that between s1 and s2 there exists a unique zero of u. 

3. Finally we shall prove existence of a periodic solution to (1). To that aim we 
shall apply Hopf 's theorem and the method from the paper [4]. 

Theorem 7. Let Ku K3, K5 be such that H1 determined by ( l l ) is positive. Let 
K4 be arbitrary and K2 = K2 be such that Hx — H2 = 0, where H2 is defined by 
(12). Then there exists an s0 > 0 such that for K2 e (K2 — £0, K2 + £0) the system (l) 
has a periodic solution different from the equilibrium point whose orbit lies in R 
exactly in one of the three cases: Either only for each K2 e (K2 — £0, K2) or only 
for each K2 e (K?, K2 + £0) or only for K2 = K^. 

Proof. Put K2 = K2 + £. As the coefficients of (7) determined by (8j) are conti­
nuous in K2, the eigenvalues of the matrix of the system of the first approximation 
are continuous in K2. Hence, by Lemma 1, there is an £0 > 0 such that for |£| < £0 

one eigenvalue — a(s) is real and negative, while the other two are complex conjugate. 
Denote them e(s) ± i(b(s))1/2, where a(0) = a(0), b(0) = b(0) and a(0), b(0) stand 
for the coefficients a, b in (8j) for £ = 0. 

Differentiating (7) with respect to £, we get 

l'(s) = [-a'(s)A2(s) - b'(s)X(s) - d'(s)]l[3?2(s) + 

+ 2a(s) l(s) + b(s)] . 

Since for s = 0 the roots of (7) are distinct, the Implicit Function Theorem guarantees 
the existence of l'(s)for sufficiently small s. But X'(s) = e'(s) ± (1/2) [b(£)]~1/2 b'(s) i, 
therefore 

^r(0) = Re{[O'(0) b(0) - d'(0) - b'{0). 

• ( ± ^ ( 0 ) ] 1 / 2 ) ] / [ - 2 b(0) + 2 a(0)(±i[b(0)Y'2)]} = 
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= (2 b(0)/[4 b2(0) + 4 a2(0) b(0)]) [-a '(O) b(0) + 

J'(0) - b'(0) a(0)~] . 

Here (2 b(0)/[4 b2(0) + 4 a2(0) b(0)]) > 0, a'(0) = - 1 IK^lK^K^ + 10KjK4)2, 

d'(0) = Oandb'(O) = -KlKlK4(55K1 + 44K5)/(K2
)K3 + l O K ^ ) and thus e'(0) > 

> 0. All hypotheses of Hopf's theorem being satisfied, by this theorem there exist 

periodic solutions of (1) with orbits in a neighbourhood of the equilibrium point at 

for K2 = K2 exactly in one of the three cases: Either for s > 0, or for £ = 0, or for 

i: < 0. 

References 

[1] E. A. Coddington, N. Levison: Theory of Ordinary Differential Equations. McGraw Hill 
Book Co., Inc , New York—Toronto—London 1955. 

[2] J. Cronin: Periodic Solutions in n Dimensions and Volterra Equations. Ј. Differential Equa-
tions 19 (1975), 21-35. 

[3] P. Hartman: Ordinary Differential Equations (Russian Translation). Izdat. Mir, Moskva 1970. 
[4] L D. Hsu: Exiѕtence of Periodic Solutionѕ for the Belouѕov-Zaikin-Zhabotinѕkij Reaction 

by a Theorem of Нopf. Ј. Differential Equationѕ 20 (1976), 399 — 403. 
[5] H. W. Knobloch, F. Kappel: Gewöhnliche Differentialgleichungen. B. G. Teubner, Stuttgart, 

1974. 
[6] Л. C. Пoнmpягuн: Oбыкнoвeнныe дифepeнциaльныe ypaвнeния. Издaт. Hayкa, Mocквa 

1970. 
[7] G. Weisbuch, J. Salomon et H. Atlan: Analyѕe algébrique de la ѕtabilité d'un ѕyѕtème à troiѕ 

compoѕantѕ tiré de la réaction de Јabotinѕki. Ј. de Chimie Phyѕique, 72 (1975), 71 — 77. 

S ú h r n 

O EXISTENCI! OSCILATORICKÝCH RIEŠENI 
VO WEISBUCHOVOM-SALOMONOVOM-ATLANOVOM 

MODELE BELOUSOVEJ-ŽABOTINSKÉHO REAKCIE 

VALTER ŠEDA 

V práci sa pojednává o stabilitě riešení diferenciálneho systému (1), ktorý před­
stavuje uvažovaný model Belousovej-Žabotinského reakcie. Dokazuje sa existen-
cia oscilatorických riešení tohto systému a veta o oddělovaní nulových bodov 
jednotlivých zložiek takýchto riešení. Záverom je dokázaná aj existencia periodického 
riesenia. 
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